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NGN Focus Group deliverables status

Status

At its 9™ meeting in London, 14-17 November 2005, the Focus Group on NGN has provided a view on the
status of the documents.

Deliverables that are marked "P" in the sixth column of tables 1, 2 or 3, have already been passed to ITU-T

Study Group 13, and one has been published, as shown.

The FGNGN considers that the deliverables that have given the status "A" have been developed to a
sufficiently mature state, as technical reports, to be considered by ITU-T Study Group 13 for publication.

The FGNGN considers that those deliverables that have gained the status of "S" have reached a mature state
but would require further consideration in Study Group 13 before publication.

The FGNGN considers that all other deliverables shown as status "D", are not yet mature, requiring
discussion and technical input to complete their development.
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ITU-T FGNGN deliverables

as approved at the FGNGN Plenary meeting 17 November 2005

Table 1 — List of Release Independent Deliverables

WG Deliverable Title Current Draft Target Cat. Stat Target
Date SG*

2 Framework for Customer Manageable I[P | FGNGN-OD-00194 | August | 0/2/1 P 13
Network 2005

2 Terms, definitions and high level FGNGN-0OD-00261 4Q05 N/A D 13
terminological Framework for Next
Generation Network (TR-TERM)

3 General Aspects of Quality of Service FGNGN-0OD-00166 4Q05 0/1/1 D 13/12
and Network Performance in the Next
Generation Networks (TR NGN.QoS)

3 Network performance of non- FGNGN-OD-00240 4Q05 0/1/1 A 13/12
homogeneous networks in NGN
(TR-NGN.NHNperf.)

Table 2 — List of Release 1 Deliverables

. . Target Target
WG Deliverable Title Current Draft Date Cat. | Stat SG*

1 NGN Release 1 Scope FGNGN-OD-00253 4Q05 1/1/1 A 13

1 NGN Release 1 requirements FGNGN-0D-00252 4Q05 1/1/1 A 13

2 Functional Requirements and FGNGN-0OD-002441r2 4Q05 121 A 13
Architecture of the NGN (FRA)

2 Mobility Management Capability FGNGN-OD-00246r1 4Q05 1/2/1 A 13/19
Requirements for NGN (FRMOB)
IMS for Next Generation Networks (IFN) | FGNGN-OD-00245r1 4Q05 1/2/1 A 13/19
PSTN/ISDN emulation architecture FGNGN-0OD-00247r1 4Q05 1/2/1 A 13

3 A QoS control architecture for Ethernet- FGNGN-OD-00106 Mar. 1/2/1 P 13
based IP access network (TF 123.qos) 2005

3 Multi Service Provider NNI for IP QoS FGNGN-0D-00205 4Q05 1/2/1 S 13
(TR msnniqos)

3 Requirements and framework for end-to- FGNGN-OD-00204 4Q05 1/2/1 D 13
end QoS in NGN (TR e2eqos.1)

3 The QoS Architecture for the Ethernet FGNGN-0D-00202 4Q05 1/2/2 D 13
Network (TR enet)

3 Functional Requirements and FGNGN-OD-00241 4Q05 1/2/2 D 13
Architecture for Resource and Admission
Control in Next Generation Networks
(TR racf)

3 A QoS Framework for IP-based access FGNGN-OD-00113 4Q05 121 D 13
networks (TR ipaqos)

3 Performance measurement and FGNGN-OD-00239r1 4Q05 1/2/1 A 12
management for NGN (TR pmm)
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Table 2 — List of Release 1 Deliverables

. . Target Target
WG Deliverable Title Current Draft Date Cat. | Stat SG*
3 Algorithms for Achieving End to End FGNGN-0D-00200 3Q05 1/2/2 P 12
Performance Objectives (TR apo)
(#=From the September 2005 FGNGN
meeting, this deliverable has been
transfereed (via parent SG13 ) to continue
further work in SG12.)
4 Signalling requirements for IP QoS Q Series Supplement Dec. 1/2/2 P 11
(TRQ.IP.QoS. SIG.CS1) 51 2004
5 Security Requirements for NGN FGNGN-0OD-00255 4Q05 121 A 13
Release 1
5 Guidelines for NGN-Security for FGNGN-0D-00254 4Q 05 TBD D 13
Release 1
Evolution of Networks to NGN FGNGN-0OD-00257 4Q05 1/2/1 A 13
PSTN/ISDN evolution to NGN FGNGN-0OD-00258 4Q05 1/2/1 A 13
PSTN/ISDN emulation and simulation FGNGN-OD-00259 4Q05 1/2/1 A 13
Table 3 — List of beyond Releasel Deliverables
. . Target Target
WG Deliverable Title Current Draft Date Cat. Stat SG*
Softrouter Requirements FGNGN-0OD-00043 TBD 2/2/1 D 13
Converged Services Framework FGNGN-0OD-00248r1 4Q05 2/2/1 D 13
Functional Requirements and
Architecture (TR-CSF)
7 Problem Statement FGNGN-OD-00158 Apr. 2/1/1 P 13
2005
FPBN Requirements FGNGN-0OD-00268 4Q05 2/1/1 A 13
7 FPBN Architecture FGNGN-OD-00269 4Q05 2/2/1 A 13
FPBN Candidate Technologies FGNGN-OD-00180 4Q05 2 D 13
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Explanation of Table Columns

The columns in the table are explained in this section.

WG: Working Group responsible for progressing the deliverable.
Deliverable Title: Title of the deliverable.

Current Draft: Output Document containing the draft text of the deliverable agreed to represent the
deliverable by the Working Group.

Target Date: This is the date that the working groups are using as a target for Focus Group approval.

Category (Cat.): A tuple (x/y/z) indicating the intended release, stage and depth of the deliverable. The
stage and depth description are taken from Recommendation 1.310 with the deletion of "from a user's
perspective" from the stage 1 definition and a simplification of the depth (step) indication. The categorisation
is as follow:

Release
0  Generic Document; Contains Information That Is Not Release Specific

1 Release 1 document; all of the contents is applicable to ITU-T NGN release 1; unless stated
otherwise in the document it is expected that it will remain in force beyond release 1

2 Release 2 document; specifies additional capabilities and interfaces as part of ITU-T NGN

release 2
3 etc.
Stage and depth

1 overall service description
/1 service prose definition and description
/2 formal service description using attributes and/or graphic means

2 overall description of the organisation of the network functions to map service requirements
into network capabilities

/1 derivation of a functional model
/2 information flow diagrams and possibly further details e.g. SDL

3 definition of switching and signalling/protocol capabilities needed to support services defined
in stage 1.

/- mno further depth indicator

*Target Study Group (SG): The Focus Group's expectation of the ITU-T Study Group that will take the
deliverable and further progress the work to Recommendation or other ITU-T published Document.
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1.1 — Framework for Customer Manageable IP Network”

Summary

Technical Report TR-CMIP specifies the framework for customer manageable IP network.

Key words

Customer, Manageability, Information Value Chain, Next General Network (NGN), Global Information
Infrastructure (GII), protocol reference model.
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1.1 — Framework for Customer Manageable IP network

Introduction

This document contains the advanced IP network architecture especially in views of end-user functions for
control and management. The future IP network is not just focused into the provider provisioned single
network. It equally considers the integrated environments of fixed/wireless network elements to
accommodate computer systems, home peripherals and intelligent appliances. The future IP network may
compromise of heterogeneous requirements of service quality and physical interface from network and
computer and consumer equipments.

A TP network guarantees real-time service quality and supports multimedia applications. It also provides
bandwidth reservation and various service models for present and future business needs. A IP network has
the following general features.

. Support business model for differentiated service concept
. Support usage-based billing and charging model
. Stable and secure with reliability performance of 99.999 %

To support these features, the network operator provides network connectivity services to its end users. A
service level agreement (SLA) is a formal definition of the contractual relationship between service provider
and its end user [14]. It specifies what the end user wants and what the supplier commits to provide. It
defines the level for the quality of services provided, setting performance objectives that the supplier must
achieve. It also defines the procedure and the reports that must be provided to track and ensure compliance
with the SLA.

In this service environment defined by a SLA, the IP network should be reliable and manageable. The end-
to-end connectivity should meet the negotiated SLAs according to various application types and equipment
types. The users may want to include their specific performance requirements in terms of bandwidth,
delivery time, and loss performance for each application. But, some users may not want SLA like the
existing Best Effort [P service which means no guarantee of delivery time and loss performance.

The SLA for an IP network assures performance and availability of the network to an end user. Until now,
the network performances including reliability and availability are the key parameters that network operator
could control. The network offers a set of SLAs to the end user. The network capabilities which are defined
in SLA may be activated by the request-based or subscription-based manners. By negotiating with the end
user, the network operator has to control and manage network resources of the IP network.

1 Scope

The scope of this document covers:

. Definition of and requirements for the service capabilities offered to an end user of a NGN,
implemented with IP.

. Reference architecture, from the end user perspective, of a manageable IP network

. Functional capabilities, from the end user perspective, of a manageable IP network

. Applications scenarios and procedures used by the end user of a manageable IP network

Details of the mechanisms to support these capabilities are out of the scope.
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Terms and Definitions
Customer Manageable [P

It defines user manageability of resources parameters and network capabilities on an IP network.
Users can allocate, configure, control, and manage the resources of IP network elements.

End-to-End Transparency

The seamless connectivity without change of information content between end users, while away
from original location with the relevant terminal equipments and applications.

Information Navigation

moving from one source of information to other, related, sources of information
Information Query

requesting and defining ways of looking for information

Auto-Discovery

The end users or the network elements find their neighbors automatically by using solicitation and
advertisement messages.

Auto-Configuration

The end user gets its interface address automatically that creates a link-local address and verifies its
uniqueness on a link. It should be obtained through the stateful or stateless mechanism.

Abbreviations
Authentication/Authorization/Accounting
Connection Detail Record
Class of Service
Customer Premises Equipment
Control Plane
Domain Name Service
File Transfer Protocol
Management Plane
Multi-Protocol Label Switching
Point to Point
Point to Multipoint
Private Automatic Branch Exchange
Personal Digital Assistant
Public Key Infrastructure

Quality of Service
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SIP Session Initiation Protocol
SLA Service Level Agreement
SLS Service Level Specification
VPN Virtual Private Network
VTR Video Tape Recorder

UNI User Network Interface

U-Plane User Plane

UPC Usage Parameter Control

URI Uniform Resource Identifier

URL Uniform Resource Locator

XML Extensible Markup Language

5 Service Definitions and Requirements for Customer Manageable IP Network
5.1 Service Definitions

The customer manageable [P service is defined from the users’ point of view. It is clearly different from the
service concept of the existing network provider. Figure 1/TR-CMIP shows the service concept of the
customer manageable network. The network providers construct the network, but they may not be
responsible for developing services. The end users can create and develop their own networking services
with help of the network provider. The network capabilities offered to the end users include how to control
and manage network elements and their resources. The network capabilities can be classified into a set of
menus. A set of menu of network capabilities are specified in terms of a number of SLA parameters. The
customer manageable IP service is defined as follows:

. An end user could choose his customers which may be human, terminal equipments, or
applications.
. The end user could create their own services and network configurations (e.g. virtual private

networks (VPN)) with relevant network resources provided by network providers.

. The end user could choose some control and management functions over his own network. In order
to carry out these functions, the end user could choose from the sets of control and management
functions, offer and negotiate service level agreements with network providers on QoS and network
performance including security capability.

Users ?
| i
<Menu> ' l
How to use Network : :
I
t Network Provider

Figure 1/TR-CMIP — Service concepts of the Customer Manageable IP Network
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From the information value chain model of global information infrastructure (GII), the ‘end user’ may be an
individual, information agents/brokers, information providers or information service providers [1],[2].

The menus of network capabilities can be chosen through individual functional blocks or service blocks and
their combinations. A functional block can be divided into entities of network resources. Examples of
transport resources may be storage, bandwidth, processing time, etc. Examples of service block resources
might be distance learning, telecommuting, electronic commerce, telemedicine, on-line entertainment, etc.
Some resources dedicated to a group of users such as VPN are available. Also, some resources are combined
with associated technologies and service architectures such as databases, secure networks, WWW, or Java,
etc.

5.2 Level of Manageability

The network capability sets are classified into various levels of manageability. They depend upon the points
of views of both the end user and the network operator. The detailed means of customer manageability are
beyond the scope.

The level of manageability can be divided as shown in Table 1/ TR-CMIP.

Table 1/TR-CMIP — Levels of Manageability

Levels Descriptions Features Remarks
No monitoring, No mechanism to detect network fault and congestion.
0 No Management .
No Resource Control No mechanism to control network resources
Overall Network Overall monitoring, Notify overau network fault and resource status by
1 Resource network provider
R 1
Management No Resource Contro No resource control by the end user
Group level i
Group level Resource N(;ti]fy 1group }zvel network fault and resource status by
network provider

2 Resource Monitoring and P

Management End user manages the group level resources

Control
. Individual level .
Individual Resource Nc:itltfy 1nc:11V1dua1 Iigt\.zzork fault and resource status for
end-to-end connectivi

2 Resource Monitoring and Y

Management Control End user manages the end-to-end resources

ontro

The group level manageability manages the same level of network resources for a set of user groups
according to service/application types. It is applicable to the group of virtual private network users. For
resource management, the multiple sets of individual resources that are normally dedicated to a single user
can be grouped into a single entity of manageability. A single resource entity can also be shared within the
same group of users. The same resources can also be shared by different user groups.

(Notes) The accuracy or granularity of manageability of resource parameters is beyond the scope since it depends upon
the nature of implementation.

53 Service Requirements

The requirements for IP services are divided into end user service requirements, network provider
requirements, VPN requirements, and application provider requirements. According to information value
chain model, the network providers are responsible for communication and networking of information, for
which information processing and storage capability are required. The VPN is to provide the dedicated
network resources for a group of users. The application providers include information service brokers and
information service providers.
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5.3.1 End-User Service Requirements

The end user service requirements include as follows:

. Availability (e.g., 99.999 %)

. Response time (example, less than 5 ms to download a file of 1 Mbytes)
. Service blocking probability including network access blocking

. Service priority and QoS/CoS

5.3.2 Network Provider Requirements

From viewpoints of customer manageability, the network provider requirements can be specified in terms of
network performance parameters between one or more interface points which are in the administrative
domain of network operator [8]. They also include the parameters relating to network connectivity,
Authentication/Authorization/Accounting (AAA), access filtering, end user service and troubleshooting.

Depending on service and application types, network providers may have the relevant processing and storage
capabilities as well as intelligent telecommunication service capabilities. They can provide the add-on
capabilities such as information query and navigation and name/number/address portability. Then, the
network provider requirements are described as follows:

. Network capabilities for customer manageability
—  Create/update/delete user profiles including user name, number, subscripted services, etc.
—  Advertisement/solicitation of name, address and number
—  Assignment of network addresses and address filtering

—  Authorization/authentication to identify user (e.g., query for user identifier, password,
certification, etc.)

—  End user service and troubleshooting of network access problems
—  End-to-end transparency

— Name/number/service portability, navigation, name notification and name database
management

—  Accounting of user’s service utilizations for billing
. Network performance parameters
—  Packet error rate, packet loss rate
— Round trip delay, one way delay and delay variance
— Availability (system uptime, mean time to failure, mean time to repair, etc.)
—  Peak bandwidth, available bandwidth, minimum bandwidth
— Round trip delay of location identification for mobility
—  Access blocking probability and service completion probability

—  Traffic monitoring and statistics (e.g., number of packets to be received or transmitted, number
of packets discarded or received in error, etc.)

5.3.3 VPN Service Requirements

VPNs over IP networks can provide diverse configurations based upon necessary service features at
customer premises. One network provider may configure a different VPN separately, using physically
different links and routers. Then, the VPN service requirements are basically the same as those of the
network provider. Additionally, the following service requirements can be specified:

. Configuration and operation of VPNs
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. Security including VPN authentication and authorization

In order to configure VPNs with intelligent features, the active configuration mechanism will be helpful to
provide user controllable services among VPN users via IP network. In addition, the following features will
be necessary to support diverse VPN services over IP networks:

. VPNs with multiple dimensioned virtual networking

. VPN QoS/Resource negotiation with Policy Server

. [Pv4/IPv6-based VPN services with mobility

. routing/forwarding functions for [IPv6 VPN over MPLS

Furthermore, if IPv6 VPN is applied to IP network, the interworking functions are necessary.

5.3.4 Application Provider Requirements

The application provider may utilize a same infrastructure owned by the network provider to those
subscribers whose IP addresses are assigned and managed by the network provider. For example, an
application provider may offer gaming, video on demand, filtered Internet access via IPsec or various IP
tunneling scheme. It is envisioned that the service environments of the application provider will be user-level
rather than network level. Network elements used by the application provider can include application servers
and directory servers as well as switches/routers.

The functional requirements of application providers are similar with network provider requirements. They
include authenticating users, assignment of user profiles with preference, end user service and
troubleshooting of network access and application-specific problems. They also have the ability to determine
traffic usage for accounting purposes and billing.

The performance requirements of application provider depend upon specific applications. They are specified
according to the number of application clients as well as the capacity of the application servers. The
performance requirements of application provider are as follows:

. Transfer priority and QoS/CoS

. Security including access control and authentication

. Performance monitoring

. Identification of user, service, and terminal type

. Redundancy of servers (or reliability of servers)

. Clustering of servers

. Round trip delay of naming and identification

. Service completion probability

. Name/number/address/service portability

. Name/service advertisement and solicitation

. Information query and navigation including database management
6 Reference Model of Customer Manageable IP Network
6.1 Introduction

This section provides the reference model of customer manageable IP network. The user network interfaces
(UNIs) are the demarcation points between the user domain and the network domain. Also, their functions



18 Functional architecture and mobility

are identified at the User-Plane (U-Plane), the Control-plane (C-Plane), and Management-Plane (M-Plane).
The detailed functional specifications at each interface are beyond the scope.

6.2 Reference Architecture

Customer Premises

Network Manageable IP Network
Service Service R Service Service
C-Plane M-Plane | Service ! C-Plane M-Plane
Functions | | Functions > Agent Functions Functions
_ ‘Functions|
Service R | Service Service
U-Plane Functions U-Plane Functions Layer
Transport
Transport | | Transport R s Transport Transport Layer
C-Plane M-Plane | Transport' C-Plane M-Plane
Functions | | Functions > ! Agent Functions Functions
‘Functions|
Transport UNI O —— | Transport
U-Plane Functions U-Plane Functions

Figure 2/TR-CMIP — Reference architecture of customer manageable IP network

Figure 2/TR-CMIP shows the reference architecture of customer manageable IP network. According to the
general reference model of Y.2011, the IP network is divided into service layer and transport layer. The
functions of each layer are divided into the User-Plane functions, the Control-Plane functions, and the
Management-Plane functions. The customer manageable functions at the interfaces between end user and
network are guided by transport agent functions and service agent functions. The detail transport agent and
service agent functions are beyond the scope.

The business processes in M.3050 and the FCAPS Management Functional Areas in M.3400 should be
considered along with the manageability of IP-based networks and services.

6.3 Capability Sets of Manageability

The functional capabilities are provided by the network which is operated by network providers, VPN
providers or application providers. The end users choose a set of functions according to their desired services
and applications. At the transport layer, the functional capabilities of the IP network are controlled by end
users. The end user also controls the service sets at the service layer.

The depth of manageability can be classified into implementation stage or control level of the network.
Depending on services and application types, a number of capability sets of manageability could be offered
to the users. For example, since the current router-based IP network could not provide any manageable
capability, the end user experiences some difficulties to control the IP network elements for their specific
applications. The source routing or the destination option in IPv6 can give a kind of manageability since the
routing path can be selected by the end user. Also, the existing telephone network does not provide customer
manageability since end users could not choose the QoS parameters.
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A number of capability sets could be defined according to end user applications. The manageability sets can

be classified into the following categories:

The detailed creation of capability sets also depends on technical feasibilities. The following technologies are

Telco-based

services

and applications

(e.g.,

fixed/wireless telephony, PABX,

access/trunk/home gateways, intelligent call centers and servers, etc.)

Broadcast-based services and applications (e.g., interactive TV, video conference, satellite TV, etc.)

Computer-based services and applications including Web services

Home applications (e.g., PDA, VTR, consumer electronics, game box, etc.)

classified from the viewpoints of customer manageability:

The capability sets of manageability depend upon network scale, ownership, control accuracy, and service

Fixed and wireless transport technologies

Switching and routing technologies

Network control and management technologies

— robustness, resilience, redundancy, and intelligence, etc.

—  Mobility management including location identification and authentication

QoS and Traffic Engineering technologies

— differentiated priority, aggregate QoS, and end-to-end QoS

— Admission control, traffic shaping, re-routing, and congestion avoidance, etc.

Network-based security and PKI technologies

Navigation/Search/Query technologies including naming and directory services

profile, etc. Table 2/TR-CMIP shows the examples of capability sets of manageability.

Table 2/TR-CMIP — Examples of Capability Sets of Manageability

Capability

Classifications S Features Descriptions

ets
PO No Management — subscription by offline
P1 Overall Resource — basic OAM including network failure

Control — monitoring of traffic activity and network status-

: — support a group of users and VPN subscribers
Public Group level ?p group i i
Networks P2 Resource Control — satisfy the group or VPN QoS/SLA including
billing options
o — handle individual users

Individual : ) . . -

P3 Resource Control — satisfy the negotiated QoS/SLA including billing
options
Co No Management — configured by system operators
c1 Overall Resource — basic OAM including system faults
. Control — monitoring of traffic activity and system status
Private £
— support a group of users
Networks 2 Group level PP . group

Resource Control — maintain the QoS/SLAs for a group of users

cs Individual — handle individual users

Resource Control

maintain the predictable QoS/SLA

(Note) It notes that the public network and private network can be classified according to ownership, administrative
domain, and charging option, etc.

various
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The example scenarios for manageability sets on existing [P networks are as follows:
. 1" stage: priority-controlled IP networks
—  priority and routing path control according to source and destination IP address pairs
. 2" stage: application-based manageable IP networks
— anumber of bandwidth, metering, billing and security options based on application types
. 3" stage: fully customized IP networks

— fully customized or personalized controls on end-to-end resources

The possible scenarios or stages of manageability on the IP network could be chosen from business demands
of end user.

6.4 Trade-off Analysis of Capability Sets in Scalability, Complexity, and Provisioning
Costs

The functional sets for manageability can be chosen by end users after trade-off analysis versus their
provisioning costs. The functional capabilities which require the trade-off analysis could be as follows:

- QoS option: guaranteed, acceptable and best effort,
- Security options including authentication, and

- Billing options including advice of charge, etc.

Some capabilities may have a set of granularities depending on implementation. They can be chosen with
different weighing factors and end user preferences. First, QoS option refers to mechanisms to differentiate
performance. It also means providing predictable or guaranteed performance to applications, sessions or
traffic aggregates. As regards regional areas, the end user can choose their acceptable QoS option by
comparing with their provisioning cost. Normally, users do not want to pay high service costs for their
applications. In a case, the full sets of QoS capability are used without economic analysis. For the issues of
authentication, it is also often called 'the identity problem.' Like spam, this is more of a user issue, but it
should be solved over the network architecture since it may require scalable and hierarchical trust models.
From information value chain model, the IP services could be offered with various billing options such as
flat rate or usage-basis. The advice of charging may be used before retrieving some video content materials.
Also, differentiated billing option can be offered when guaranteeing the delivery time of information
materials. A group of users like companies or organizations could be charged for the usages of their VPNs
including fixed and wireless applications.

7 Functional Capabilities for Manageable IP Network

7.1 Overview

The functional capabilities of the IP network are divided according to end user perspectives and provider
perspectives. The manageable functional sets provided by the network provider are offered to the end users.
The end users use their functional sets in order to construct their own IP network.

The manageable functional capabilities are classified into those of the User-Plane, the Control-Plane and the
Management-Plane. The relationships of manageable functional sets between end user and network provider
are given in Table 3/TR-CMIP. The manageable objects are divided into the managing entities as an active
object and the managed entities as a passive object. It assumes that the managing entities are intended to
create, initialize, set, and write the corresponding functional capabilities and the managed entities are to
receive, read, and release the functional capabilities. The control accuracy of the manageable objects depends
upon implementation level and control parameters of those entities.
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Table 3/TR-CMIP — Relationships between manageable functional sets in terms of
the U-Plane, the C-Plane and the M-Plane

(Note) The meaning of “x” notation indicates the active management entities which include creation, initialization,
write, or remove operations on those management objects. The meaning of “0” notation indicates the passive
management entities which include receive, read, process, monitor, and release operations.

End user Perspectives

Network Provider Perspectives

Capabilities
U-plane C-plane M-plane U-plane C-plane M-plane

Naming X o
Addressing 0 X
User Grouping X o
Application Clustering X 0
End User/Service Registration X 0
End User/Service Identification X 0
Information Navigation and X 0
Query
Auto-Discovery 0 X
Auto-Configuration 0 X
Information Access Control X 0
Information Security X o
End-to-End Transparency X 0
Connection Configuration X 0
Routing and Forwarding X 0
Control
Alternative Path Selection X 0
Multi-homing X 0
Mobility Control X 0
Mobility Management X 0
Traffic Measurement X 0
Usage Parameter Control X 0
Bandwidth Assignment X 0
SLA Negotiation X o
End-to-End QoS Provisioning X 0
Priority Assignment X 0
Information Storage X 0
Directory Processing X 0
Segment OAM and End-to-End X 0
OAM
VPN Configuration X o
Billing and Charging Option X 0
Client/Server Management X 0
Agent Management X o
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7.2 Naming and Addressing Capability

If an end-user moves continuously, its connectivity would be manageable and controllable at any time. It
may frequently bring the binding procedure between permanent address (that is home address) and
temporary address (that is care-of-address). The temporary care-of-address may be used to identify the
visiting location and it does not play the same role as the fixed home address. The home address looks like a
kind of user identifier such as an existing telephone number.

To support the IP network, the existing Domain Name Service (DNS) functions based on IP address would
be extended to allow user controllability. The real-time address translation and dynamic mapping between
address and domain name server are required to support mobility. The following requirements for naming
and addressing are necessary to support the customer manageable IP services.

. End user and terminal identification by number and its naming service

. Dynamic update and automatic configuration of name service database

. Translations between private naming/addressing and global naming/addressing for end-to-end
connectivity

In the customer manageable IP network, name information is managed and transferred by end user.

7.3 User Grouping and Application Clustering Capability

User grouping is mainly used for multicast and VPN service. The IP network requires proper registration and
membership distribution mechanism for user grouping. Flexible grouping mechanism is also needed to
control a number of user groups simultaneously. Therefore, to give the customer manageability, end users
have a right to select, join, and leave a group actively.

Clustering is the common term for distributing a service over a number of servers in order to increase fault
tolerance or to support load sharing among a number of servers. It is often used for large scale and mission
critical applications where there can be no downtime. The application clustering can be applied to efficiently
manage the future very large scale network.

In the customer manageable IP network, end user can trigger application clustering by turning multiple
computer servers into a cluster. Each of the servers maintains the same information and they perform
administrative tasks such as load balancing, determining node failures, and assigning failover duty.

7.4 End User/Service Registration and Identification Capability

The end user can be identified by his name, address, and/or number. The physical attachment point like
MAC address is also used to identify him. The relevant binding mechanisms among name, address, number
and physical attachment point are needed to allow user manageability. End users can dynamically update and
change their registration information in the IP network.

When the end users move other location, their physical locations have to notify at the corresponding
registration servers or the destination users being active.

7.5 Information Navigation and Query Capability

In the IP network, all information will be available in digital form, which can be used to describe various
types of multimedia information. This description shall be associated with the content itself to allow fast and
efficient searching for material of a user’s interest. All the information and applications stored in the network
should be addressed and managed by their name and keyword. To handle large volumes of storage
information, the database may be searched and sorted with relevant directory structure.
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For information navigation and query capability, it specifies a standard set of descriptors that describe
various types of multimedia information and identify its contents. The description of “information material”
provides the means to encode audio-visual material as objects having certain relations in time and space.

To help information acquisition, it requires short descriptions for raw information contents. In principle, any
type of information materials may be retrieved by means of any type of query material. The search engine to
match the query data and the information description may be needed. To help information acquisition,
information processing and storage platform may be needed (e.g., servers for messaging, retrieval, and
distribution, etc.)

7.6 Auto-Discovery and Auto-Configuration Capability

Auto-discovery and auto-configuration capabilities are the key technologies that enable the IP network to be
quickly customized to the environments that they are intended to manage. In order to deploy new services at
a rapid pace, it is essential that the discovery methodologies be implemented in an extensible manner, so that
new discovery capabilities can be added step-by-step to the IP network.

The IP network should support the auto-discovery capability that dynamically conveys location information
of end user. It can be useful for service scalability. Its advantages are as follows.

. Reduce downtime by eliminating the process of identifying the IP address and manually adding it in
the replacement unit

. Increase safety in the automation system by eliminating the potential for erroneous IP
configurations

. Increase security by monitoring all devices on the network

. Reduce the added costs in both equipment and support. Eliminating the complexity from

modification of switch configuration firmware and/or hardware

7.7 Information Access Control and Security Capability

End users may at times take network paths with certain level of security. For securing data traffic, it should
construct a secure channel to their home networks. It provides the access control technique and
cryptographic techniques during registration and activation time. The IP based VPN services are mandatory
to provide the security with appropriate policy. The set of administrative policies determine both
connectivity and QoS for VPN customers.

The packet filtering capability can provide reasonable protection and access control at the user network
interface. It is applied to various gateway routers or intermediate network equipments between end users and
network. The packet filtering and security functions can be combined with specific protocols like SIP, H.323,
ftp, or Email, etc.

7.8 End-to-End Transparency Capability

One of the critical requirements is seamless connectivity when away from original location. Also, the end-to-
end transparency should be maintained during handover. The transparencies are essential for applications
independent of the supporting infrastructure. The network provider should support the following three
transparencies.

. Location transparency

With distributed computing technology, third party service providers can access from anywhere
regardless of the actual physical location of such server.

. Network transparency
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The application server executes the corresponding control process independent of specific network
types and user terminals.

. Protocol transparency

It achieves protocol transparency by providing a standardized protocol interface, realizing
independent service control processes, shielding complex network technical details from the service
provision platform, and developing open communication network interfaces.

The existing IP network cannot support network transparency due to firewall, network address translation
(NAT) and so forth. To support the customer manageable IP network, these three transparencies should be
manageable by end user. If the end user wants end-to-end transparency, network providers could check
whether they could support the end-to-end transparency. The network provider will restrict other functions
such as NAT or disguised traffics which can disrupt the transparencies. It should be verified which functions
disrupt location, network and protocol transparencies.

7.9 Connection Configuration Capability

The connection configuration specifies who communicates with whom (e.g., end user, information service
broker, and information broker, etc. Entities (e.g. sets of users, object entities, sets of processors, etc.)
geographically distributed across an open communications environment can communicate with one another.

There are three basic connection configurations such as point-to-point, multicast, and broadcast. Multicast
and broadcast services are configured by point-to-multipoint connections.

Point-to-point connection may provide unidirectional and bidirectional, symmetric and asymmetric paths.
For the point-to-point connection the manageable IP network can support the following features.

. established, modified, or released by two participating users’ request

. established with unicast addressing/naming capability

Broadcast connection may provide unidirectional communication between one user and the others. This
connection is the one-to-many (all) during a particular initiated session. Sending the broadcast information
everywhere is a significant wastage of network resources if only a small group is actually interested in its’
contents.

Multicast connection is the one-to-many relationship continues for duration of a given initiated session. In
this connection, one user is root and other users are leaves that are not all users in network. The root can send
one copy of each packet and address it to the group of leaves that want to receive it.

7.10  Routing and Forwarding Control Capability

The proper routing paths between the source and the destination are decided according to traffic contract and
overall network traffic condition. The routing path could be chosen by the end user with a definite routing
policy. The routing paths between the source and the destination are decided by end users in the IP network.
For connectionless transfer, the router forwards the IP messages with their respective QoS information and
end user requirements along a selected routing link.

In general, the routing algorithm could be classified according to routing decision processes which are
generally applied to end-to-end or hop-by-hop connections. For network scalability and robustness, some
combinations of routing decision processes may be used for the specific connections or message flows. In
particular, robust and efficient operation in mobile IP networks is to be supported by incorporating routing
preferences of mobile IP hosts.

The following routing requirements are necessary in [P networks:

. Capability to support the QoS enabled path
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The QoS enabled path is needed to support the user's specific requirements (mobility, VPN,
security, policy, and QoS level, etc.).

. Capability to provide alternate path
To cope with a failure of routing path, the alternate routing paths should be provided.
. Capability to exchange routing information for internetworking situations

negotiate and select the QoS parameters with the multiple network providers to support the end-to-
end QoS requirements.

. Capability to support scalable routing

A trade-off introducing a limited amount of routing database information in IP network elements
could be considered at the large scale IP network.

. Capability to support broadcast routing
The network is able to copy packets that allow sources to send packets to all receivers.
. Capability to support multicast routing

The network is able to build packet distribution trees that allow sources to send packets to all
receivers that are bound to the multicast spanning tree. The multicast tree is built according to
network policies.

7.11  Alternative Path Selection and Multi-homing Capability

To deliver reliable service, the user can require a set of procedures to provide protection of the traffic carried
on different paths and to support the selection of its’ physical/logical interface. To support this requirement,
an alternative path selection and multi-homing capability is needed.

Alternative path selection capability guarantees seamless service by avoiding service degradation when
network faults occur. For selection of the backup path, the IP network maintains its’ route information along
the same original path and proceeds to setup the alternative path. There are following requirements to
support alternative path selection capability:

. Alternative path discovery

. When a network fault occurs, the user traffic is automatically routed to the alternative path
according to the alternative path selection policy that is set by the end user. The network provider
must furnish tools and network information to enable end user in setting policy and provisioning
alternative paths. The alternative path is provided by the network provider policy, administration
considerations, and traffic requirements to several network entities such as users, network
equipments, service providers, etc. Alternative path comparison (optional)

When discovering various alternative paths by network provider, user can determine what the best
selected path is.

There are some advantages of providing multi-homing capability. The first advantage is redundancy. This is
similar to alternative path effect. Network entities such as users, hosts, routers and subnets should be able to
insulate it from certain failure modes within one or more network providers. The network with this capability
should accommodate continuities in connectivity during failures. The other advantage is to support better
performance. By multi-homing, a network entity should be able to protect itself from performance
degradations between the entity's transit providers. Multi-homing provides multiple interfaces that are
connected to different networks.

7.12  Mobility Control and Management Capability

While most end users are assumed to move continuously, their connectivity should be manageable and
controllable at any time. The efficient mobility management procedures should be developed in a
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combination with security procedures. The users and terminals in mobility should be able to dynamically
update their location database. It is continuously checked by the mobile users’ database. It establishes the
mechanisms that enable a mobile host to maintain and use the same IP address as it changes its point of
attachment to the network. It has the relevant registration protocol to authenticate the mobile IP nodes and
users. The location resolution and seamless handover procedures are enforced while the IP users or terminals
are in motion. To support mobility control, the following capabilities are necessary:

. Capability to allow a mobile node to be reachable by having a permanent address
— Address management function
— Registration function
. Capability to know where a mobile node is
—  Network information advertising/detecting function
— Registration function
— Paging function
. Seamless handover capability
— Regional mobility management function

—  Multicast function

. Capability to provision proper resources during handover
. Capability to support inter-domain mobility

. Capability to find the optimal routing path

. Capability to support commonly AAA and security

7.13  Traffic Measurement and Usage Parameter Control Capability

Usage Parameter Control (UPC) is the set of actions the network takes to monitor and control traffic. This
includes the validity of the connection. The operation of the UPC is to check whether input traffics conform
the QoS objectives of a compliant connection or not. However the excessive policing actions on a compliant
connection are part of the overall network performance degradation and so safety margins should be
engineered to limit the effect of the UPC. Conforming traffic means performance guarantees as contracted.
Traffic exceeding the conformance test will receive an excess treatment. The forwarding process can further
be associated with service priority, and service reliability parameters.

Flow control of UPC guarantees that sources behave as agreed upon during the call setup phase, after a call
is accepted and a decision made to penalize or not penalize traffic or connection when its arrival triggers an
overflow. It takes actions (such as tagging or discarding) if a source does not obey its contract. Violation of
its contract takes place when there are malfunctioning equipments, malicious users or delay jitters.

The IP network has to support directly traffic measurement and usage parameter control functions. End user
can negotiate the UPC parameters with a network provider. The user can control the QoS level based on
these UPC parameters. For example, NetFlow describes to provide access to observations of IP packet flows
in a flexible and extensible manner [19].

7.14 Bandwidth Assignment and SLA Negotiation Capability

The IP networks would be manageable, reliable and seamless to satisfy the negotiated SLAs. In addition, end
users may choose their service profiles and performance characteristics.

The network provider must negotiate and agree with the end user on the technical details of specific
instances of the service products being offered. The QoS parameters may be the same as those offered or
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customized to a specific service instance. There are always two SLAs, one for each direction. The SLA
specification requires extensive testing of the available infrastructure.

The IP network will provide the end user services with the provisioned SLA. The end user could
dynamically negotiate SLA with the network provider. The end user can change the SLA to the maximum
extent the network provider could provide.

7.15  End-to-End QoS Provisioning and Priority Assignment Capability

For the applications to work to the satisfaction of end users it needs performance guarantees on the resources
they use. The end-to-end QoS provisioning is required for many applications, such as the upper bound for
packet loss and the maximum transmission delay in real-time audio streaming applications.

The IP network will allow the end user to select end-to-end QoS. The network provider should guarantee
end-to-end QoS as the contract with end user.

7.16  Information Storage and Directory Processing Capability

Networks generate a large amount of information. Compiling and managing this information manually is
nearly impossible. Directory processing plays an important role in providing information access across
networks. It is involved with many directory operations that require access to information such as end user
preferences, patient information, student records, and public records.

From a service provider’s perspective, it requires the capability to manage both user profiles (e.g., phone
number, address, and subscribed service lists) and network/service profiles (e.g., network configuration,
topology, and server lists). If a service provider grants a user the capability to manage the user’s profile, the
user can manage personal information like password, friends’ address lists, etc.

The service layer at the IP network may provide information storage services for clients. Grid networks are
one popular application environment which can provide these services in a secure, flexible, dynamic manner
[24].

7.17  Segment OAM and End-to-End OAM Capability

As the network converges onto an IP-based infrastructure, the requirements for both segment and end-to-end
OAM capability become more pivotal in order to maintain SLA contracts. To construct segment and end to
end OAM flows from the perspective of an end system, the MPLS OAM and MPLS Ping/Trace could be
applicable [15],[22].

7.18  Virtual Private Network Configuration Capability

The VPN can be configured on multiple dimensioned service provider networks. In these multiple
dimensioned network environments, VPN requires its specific routing and forwarding. For the IP networks,
policy based control functions to provide VPN configuration individually and dynamically are also required.
VPN has multiple sub-VPNs for voice, on-demand streaming data, secure information, etc. The sub-VPNs
can be interconnected through different Service Provider Networks according to the required QoS and
service features.

In order to provide service dependent routing/forwarding features for VPNs, the IP network will provide
virtual networking. For demanding QoS satisfactions of VPNs, the resource virtualization function is needed
along with virtual networking functions to accommodate VPN service features efficiently.

To provide intelligent and dynamic configurations in VPNs, the following functions are needed in the IP
network.
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. For dynamic re-configuration on a VPN node, intelligent features will be necessary to select
tunnel(s) for each end system that has to be connected to the VPN.

. The firewall policies can be chosen to ensure a high degree of security which controls
incoming/outgoing unauthorized packets.

. For QoS-capable VPNs it is important to provide a tailored communications services that could be
differentiated in terms of performance, monitoring, accounting, security and privacy. As an
example, the ingress node in a IP network performs the aggregate flow scheduling based on
multiple individual flows for VPN channels.

. Hierarchical mobility management (e.g., micro/macro mobility) could be necessary for provisioning
mobility among VPN groups.

. The ingress nodes of a VPN provide dynamic configuration filtering rules with levels of granularity
ranging from a single node to an entire VPN.

7.19  Billing and Charging Capability

If the IP network provides the relevant traffic control and management functions to some user services and
applications, traffic monitoring functions to measure the effects of traffic control may be needed. In addition,
the mechanism for charging of service rates may be needed for audio/video applications.

The billing and charging capabilities are based on collections of the charging parameters. The following
charging parameters could be considered:

. Connection mode

. Connection establish and release time

. QoS class and priority

. Traffic parameters including constant bit rate (CBR) and variable bit rate (VBR)

. Connection detail records (CDR) including number of packets to be delivered, tagged and discarded

For end user manageability, some charging parameters could be selected during the SLA negotiation.

7.20  Client/Server Management and Agent Management Capability

The fast growth of network, service and content providers has led to a complex service delivery
environment. Therefore, client/agent/server management are required to support scalable and efficient
deployment of services. The following features could be supported in the IP network:

. A service portal as a broker for services is able to manage the complex service provider
relationships.
. Separation of service control from service transport, allowing the control of multiple and

heterogeneous networks using a common control plane and providing a path to simpler and cheaper
network devices.

. Support of multiple network technologies is also achieved by abstracting the service QoS
requirements from the underlying technology.

. A scalable and flexible architecture enables both service and network plug and play (i.e. dynamic
registration of new service and network providers through agent collaboration).

. User mobility enhancement, i.e. users can access the system from multiple Customer Premises
Equipments (CPEs) as the CPE agents collaborate with the service portal agent to provide location
information of the user.

. Relatively simple distributed software entities (agents) are able to cooperate to implement the
complex trading model of the service supply chain
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The IP network allows end users to get client/agent/server management on demand of the end user. There are
two kinds of end users: service providers and service clients. If the service provider wants agent management
for clients, the network supports agents of the service provider for provisioning clients. These agents are
located at the proper places all over the network and act like the service provider to clients. If the service
client wants agent management, the network substitutes the client to perform tasks as an agent. This agent
acts as a server of a service provider to a client of a service end user and vice versa simultaneously. Clients
will release the agent resources of the network once their concerned tasks are executed.

8 Service Procedures and Applications Scenarios

In this section, the protocol procedures for customer manageable IP services and applications are described.
The applicable scenarios of manageable IP service can be given as follows, but their lists are not exhausted.

. manageable naming and personal directory services

. manageable access control services

. manageable QoS services

. end user manageable location monitoring services manageable home networking services
. client networking Service with QoS and security

8.1 Manageable Personal Directory Services

Manageable personal directory service is a service intended to provide users with access to various personal
directory-related information. Directory databases are repositories for information about network-based
entities, such as applications, files, printers and people. In customer managed IP network environments, the
user has his customized directory database in the network and can access the directory any time even if the
user moves to a different location. The user can also get the information of other users such as the user’s
telephone number and location information using query procedures with directory service.

8.1.1. Objectives of Manageable Personal Directory Services

One of the main objectives for supporting personal directory service in IP networks is to have the customized
personal directory for the management of user data. For each user a personal set of data has to be stored
somewhere in the network and this user profile has to be accessible from every point in the network the user
can move around. For supporting this objective, the user profile should be modifiable. Another objective is
for the network operators to build specialized directory services into their applications.

8.1.2. Functional Model of Manageable Personal Directory Services

The basic functions to access and manage the directory service are described. Figure 3/TR-CMIP shows the
functional model for the manageable personal directory service. This model includes agents, managers and
database to support directory service in manageable IP networks as follows.

. Directory User Agent (DUA) and Directory Service Agent (DSA)

The directory service is described as a highly distributed client server system. This may be
characterized by a typically small number of hosts (servers, DSA) providing callable services to the
other hosts (users, DUA).

. Directory Information Base (DIB)

The DIB is a single, logical, global directory database. The DIB stores information on directory
objects such as user profile, and location data etc.

. Query Manager and Response Manager
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Query Manager and Response Manager are responsible for processing the query and response
message between DUA and DSA.

In this model, the user can directly access his own directory service to update and manage directory
information for customized directory services.

Manageable IP
User network
Gateway !
DSA
DUA Query
Manager I
R
esponse Directory
Manager Service

Note) DUA: Directory User Agent, DSA: Directory System Agent
DIB: Directory Information Base - user profile, location data etc

Figure 3/TR-CMIP — Functional model for manageable personal directory services

The personal directory services offer the following functionalities.

8.1.3.

Creation and deletion of user information in a distributed database maintained in the IP networks
Download and removal of information copies into network elements

Modifications to information in user management database and network elements

Retrieval of information contents from any network site

Retrieval of object identifiers for users based on properties of their information

Reconfiguration of information allocation when user changes his or her home site

Service Scenarios and Procedures of Manageable Personal Directory Services

In general, a directory service has to provide four types of services:

Mapping name > information

For example, an object’s name may be mapped on its network address. Actually, this is exactly the
service provided by a phone book or through telephone enquiries.

Mapping information = set of names

This service establishes a “Yellow pages” function.
Mapping name - set of names

A set of objects is identified by one single name.
Secure communication

Authentications as well as mechanisms for electronic signatures are provided.

In manageable personal directory services, the following scenarios are considered.

Directly accessing user’s own directory between DUA and DSA
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. Retrieval of the directory service through gateway

First, the service procedures for accessing user’s own directory are shown in Figure 4/TR-CMIP. The user
directly communicates with his or her directory in IP networks. After the authentication procedure is
completed, the user can always modify and get his or her user information in his or her directory. User’s
location information is updated in the directory in order to always find users in case that the user moves to
another location.

User (DUA) Manageable IP Management
network (DSA) System

'
1
1
Login at user’s directory service '
1
1
1

P e » Ml
Authentication, i
Confirm T Authorization 77T " M2
Access of user’s data
P o] > Ml
Retrieval user’s '
U7 DIB (add, read, " M3
Result 1" “modify, delete etc) > M4

A

Logout

Figure 4/TR-CMIP — Message flow for accessing user own directory

For example, when accessing user own directory, sample fault management events that are sent to the
management system for potential fault scenarios are considered as follows.

. M1) Directory service unavailable; this could be due to a communication or a database problem

. M2) Authentication failure; the event might be sent when fraud is suspected, for example, based on
a repeated pattern of failed login attempts within a relatively short period of time

. M3) Unauthorized user; two common cases are as follows.

— User information in the message does not match the user information for the existing
authorization. This event is also important for fraud detection

—  The user does not have sufficient authority to retrieve, modify, or delete requested information

. M4) Unable to update the database in case of modify and delete operations.

Second, the service procedures for retrieval the directory service through gateway are shown in Figure 5/TR-
CMIP. The user sends the query to gateway with the information (name, etc.) that he or she wants to find.
The gateway searches the directory service system in the network by Query Manager and sends the
information request to the designated directory service system. After retrieval of DIB of the directory
service, the gateway is returned the corresponding information (address, number etc) and sends the response
to the user through the Response Manager.
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Manageable IP
User (DUA) Gateway network (DSA)
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Return Information delete etc)
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information by

Response (address, number etc) Response Manager

<

Figure 5/TR-CMIP — Message flow for retrieval the directory service

8.2 Manageable Access Control Services

Manageable access control is to provide that the end user has some controllability while accessing his own
service profiles and the transport capabilities including VPN.

Manageable access control is developed with business model of service provisioning in mind. It gives an
insight to provide the end user with superior content retrieval and access. An access gateway functional
block supports the concept of service driven access control in IP networks. It shows how it can be used to
describe procedures to maintain reliable and resilient service provisioning in the context of roaming,
integration and internetworking of different domains.

8.2.1. Objectives of Manageable Access Control Services

Reserving a service profile driven access control mechanism for traffic aggregates is one of the key features
for manageable IP networks. This is because the user requests may contain application data of different
contents and bandwidth requirements. From the perspectives of commercial viability, the end user wants to
pay for the networking services only if his or her desired level of content retrieval is satisfied. The existing
access control mechanisms of the existing IP networks do not take into consideration the feature of dynamic
service profile provisioning to accommodate multiple requests of an end user for multivariable content
access. This is the key driving factor of a service profile driven mechanism for access control.
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8.2.2.

Functional Blocks of Manageable Access Control Services

Access Gateway

SLA
Negotiation Block
[ v ]
Transport NGN
End User Handling Block
* T Core Network

H v
| User Access Block |

—— : Binding Stacks
------ : Information Flow

Figure 6/TR-CMIP — Functional block diagram of manageable access control services

Figure 6/TR-CMIP shows the functional blocks of an access gateway for a manageable IP network that
enables service provisioned access control to users. There are three major aspects from the end user
manageable access points of view, which are described as follows:

User Access Block

The User Access Block is where the primary data reduction functions reside and where the user’s
request information gets logged first. Information that is deemed critical to manage the network is
translated into a standard object format and forwarded to the Transport Handling Block.

Transport Handling Block

The Transport Handling Block provides communications paths with relevant transport management
between the User Access Block and the SLA Negotiation Block. All information forwarded from
the User Access Block is utilized by the Transport Handling Block to provide information to
network operators. The Transport Handling Block adheres to open standards to provide ubiquitous
information access. This allows the Transport Handling Block to share management information
stored in distributed database. These databases provide common data storage so that new
information contents can be easily inserted into the access handling environment. This is one of the
key concepts in manageable access from the end users' point of view where enforcement of service
level agreements must be robust and reliable.

SLA Negotiation Block

The SLA Negotiation Block performs the function of presenting the user's information to the
network provider. It has the functionalities for requested SLA negotiation with the network operator
based on the user's profile for access control in IP networks. Charging and billing procedures also
form an important part of the functionality of the SLA Negotiation Block. It acts as the 'front-end'
interface for user-network communications and completes the binding for direct communication
with the user once the requested service negotiation and authentication with the network provider is
complete. Once this is done, it updates its' reference database about the established session and
keeps a tag for billing and accounting processes.

This architecture has two important benefits:

1.

It is easy to design and independence of data flow and control information maintenance can be
ensured to a very high degree.
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2.

It involves minimum overhead in communications and is secure in terms of established sessions.

An important feature of the SLA Negotiation Block in manageable access control is the ability to update
easily if the end user's service requests change during an ongoing established session. The SLA Negotiation
Block needs only to update its' internal records and communicate the change to the network provider about
the change in request. An entirely new session establishment is not necessary. Billing information is passed
onto the user once its' session is completed.

8.2.3

Service Procedures for Manageable Access Control Services
Dynamic negotiation of service profile information:

Dynamic negotiation of service profile information takes place in the SLA Negotiation Block of the
access gateway to which the end users are linked with. Network access can thus be partitioned
dynamically using the functional blocks of the access gateway for manageable access control.

Service procedures for manageable access by the user:

Figure 7/TR-CMIP shows an example of protocol flow diagram for end user driven access control
in IP networks. The user sends in a request to the access gateway with service provisioning
requests, whereby the User Access Block looks up the network conditioning database and passes the
request on to the Transport Handling Block and thence to the SLA Negotiation Block. The SLA
Negotiation Block must provide application multiplexing. There should be a provision to
accommodate changes in end users' service level agreements dynamically in an ongoing established
session, and to admit the user profile while roaming. It negotiates the session requirements with the
network provider while maintaining a set of default requested objects in its internal database. This is
another key feature which enables service provisioning negotiation for manageable access control.
Based on the user’s requests, the presentation manager opens a session control session with the
network provider and informs the request of services, negotiates about the policy management with
the network provider about directory, access control and security issues based on the default stored
values and opens the sessions pertaining to bandwidth management and transport.

U Access Network Management
ser Gateway Element System
Access request X :
Open session control | H
e U » Ml
Request service
1 » M2
< N SLA
: negotiation
> for service
B provisioning
N » M3
B Acceptand = [Tmommmmmommmmmmsmoom-o- *i M4
- confirm i
| Accept service request l
3 Access granted
........................ » M5
Connection established | Connection established i

Figure 7/TR-CMIP — Example of flow diagram for manageable access control services
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For example, during session initiation, SLA negotiation, and connection establishment, sample fault
management events that are sent to the management system. The potential fault scenarios are considered as
follows.

M1) Session initiation failure
M2) Service request processing failure

M3) SLA negotiation failure; SLA negotiation failure could occur as a result of fault in the service layer
or the transport layer in a rather complex message flow between a number of network elements such
as access gateway, bandwidth managers and policy managers. Therefore further investigation is
required to breakdown of this event.

M4) SLA provisioning failure on the access gateway

M5) Connection establishment failures; the significant of this event is on determining management
requirement for the connection (or connections) associated with a session.

. Billing and accounting procedures:

The SLA Negotiation Block updates its reference database after the session is initiated and starts the
system log module once the session is initiated. This is needed for billing and accounting purposes.
The logs are important for collection and distribution of the user's preferences, application
requirements, network device capabilities on network operator side and availing the accounting
policy information from network operator. Once a successful connection with network provider is
done upon authentication and verification of the user profile, it informs the User Access Block and
the user starts receiving his service requests.

. Support of mobility and seamless connectivity based on manageable access control:

Since the manageable access control scheme provides gateway access using IP address awareness, it
is also important to support cross network policy management for mobile users during roaming.
This functional component provides the required policies governing users who access third party
networks and cross geographical boundaries. It keeps in constant contact with other cross network
location registers of the geographically dispersed but inter-connected networks, exchanging
accounting, service feature profile and control data for local and roaming subscribers. If within an
established session, there is a change in the user’s service requests, or profile, the SLA Negotiation
Block updates its internal database and starts negotiating with the network operator without creating
a new session or disrupting the flow in the established one. If the network operator does not
entertain this new request, the SLA Negotiation Block informs the user about the unavailability of
resources while continuing to service the earlier request. The user has the choice to either go along
with or terminate the ongoing session. After the user has terminated the session, the SLA
Negotiation Block makes a final write to its internal database about the session statistics and makes
a note of the accounting tag. It releases the session and passes on the information to the User Access
Block and thence to the user.

8.3 Manageable end-to-end QoS Services

Manageable QoS service is a concept designed to keep in mind the versatility of customer manageable IP
networks. A key feature of manageable IP networks is providing the end user with greater flexibility of
managing their QoS access requests with minimal changes in conditioning. It provides the end user with
superior QoS management and service guarantee while maintaining the economies of scale for the network
provider and the end user alike. It supports the service driven end-to-end QoS provisioning and how it can
describe procedures to maintain reliable and resilient service provisioning in the application service scenarios
thereof.
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8.3.1 Objectives of manageable end-to-end QoS service

Manageable end-to-end QoS service intends to provide users with access and control to satisfy their multiple
type service requests in IP networks. The end user negotiates with network how to get network resource for
end-to-end QoS, handle faults and bottlenecks which may hinder end-to-end QoS. The end user is able to
negotiate with the network operator dynamically on the service level provisioning. The network provider
may consider that one specific QoS mechanism is not enough to satisfy end-to-end QoS and many different
QoS mechanisms may be needed to support end-to-end QoS.

Target objectives of manageable end-to-end QoS service are to

. provide user the control of QoS parameters to setup end-to-end connection,

. provide user the status of end-to-end QoS,

. provide network provider to support various end-to-end QoS request,

. provide network provider to manage QoS in non-homogeneous QoS network.

Manageable end-to-end QoS services offer the following requirements:

. Creation, modification and removal of manageable end-to-end QoS service profiles

. Notifying the end user about negotiation of manageable end-to-end QoS services dynamically.
. Monitoring the network and ascertaining whether end-to-end QoS can be satisfied

. Provision of network to satisfy end-to-end QoS based on service profile.

8.3.2 Functional model and procedure for manageable end-to-end QoS service

User regards manageable end-to-end QoS service as an agent like private network operator. Network
considers manageable end-to-end QoS service as manager like provisioning and managing network operator.

The basic functional blocks to access and manage end-to-end QoS service are described in this section.
Figure 8/TR-CMIP shows the functional model for manageable end-to-end QoS service. This model includes
a service managing block which is responsible for handling user requests and data and an agent which
negotiates on the provisioning with the network operator to satisfy end-to-end QoS.

Customer Manageable IP Network

Mangeable end-to-end QoS Service

=== -1 e2e QoS User agent Control Plane

User e2e QoS Network manager

= = =

User plane

Network

UNI

Figure 8/TR-CMIP — The functional model for manageable end-to-end QoS service
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Manageable end-to-end QoS User Agent (QUA)

The QUA consists of the request function block and the negotiation function block. The request
manager receives the user’s request, verifies if the request is valid within network resources across
the network. The negotiation manager receives notifications from the manageable end-to-end QoS
network manager(QNM), determines if the user’s end-to-end QoS request is guaranteed and
renegotiates with the user about handling end-to-end QoS exceptions, if any.

Manageable end-to-end QoS Network Manager (QNM)

The QNM receives instructions from the QUA. It is notified about bandwidth, delay, jitter, packet
loss and other QoS guarantee mechanisms. It resolves QoS request mismatches while negotiating
with the network according to the nominal values of user requests pertaining to allocation and
increment of bandwidth, change of QoS mechanisms, tuning QoS parameters to network supported
provisioning, rerouting and protection, etc.

In procedures of manageable end-to-end QoS service, user creates and registers manageable end-to-end QoS
service with his initial requirements for end-to-end QoS. The QUA can poll or obtain a notification about
QoS performance from an access node and edge router of a network. Bandwidth, delay, jitter and packet loss
are the basic parameters for manageable QoS performance. When the end-to-end QoS performance falls
below the threshold level requested by the user, the QUA takes appropriate actions based on its stored
default values to recover from the service level degradation. If the QUA is unable to negotiate with network
operator, the end user can negotiate again and ensure the guarantee of different QoS levels.

{if user wants other

Manageable end—to- Manageable IP

User -
end service network

create QoS profile

create end—to—gnd connection

notify QoS performance {events occur}
changing

default or negotiated QoS

{QoS level degrades?} !
action

{if QoS action fails to
recover}

notify QoS level degrading

QoS action} .
take negotiation procedure

new negotiated QoS action

Figure 9/TR-CMIP — Message flow for manageable end-to-end QoS service scenario

The interface between user and manageable end-to-end QoS function provides messages to:

create and delete QoS profile in manageable end-to-end QoS function
notify QoS level degrading to user

make compromise between user and QF when user’s requests can not be satisfied

The interface between manageable end-to-end QoS function and IP network provides messages to:

notify QoS performance changing to manageable end-to-end QoS function
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. take QoS action on the network

8.3.3 Service scenario of manageable end-to-end QoS service

In the IP network, a user requests the network an end-to-end connection with his/her QoS requirements. The
manageable end-to-end QoS service will take place of the user to get end-to-end QoS connection. It
examines the path of end-to-end connection and makes end-to-end connection. If there is QoS degrading, the
manageable end-to-end QoS service will consider the following actions;

. provide more network resources or reroute for end-to-end connection

. renegotiate QoS parameters for end-to-end connection with user

When network does not consist of homogeneous equipments to satisfy same QoS level, the manageable end-
to-end QoS service should know the different capabilities and select proper QoS mechanism.

The following three scenarios are considered;

. Scenario 1 (Selection of TE Capability)

Let’s assume a user want guaranteed a specific bandwidth for peer-to-peer connection like VolP
network. First, the user sends his connection request to the network. The network receives this
request and checks the status of available resources. Then the network responses the user with two
options; best-effort delivery with admission control and TE available end-to-end communication
path.

. Scenario 2 (Priority Assignment with Cost Option)

In this scenario, the end-to-end QoS service offers priority scheduling. When there is congestion on
end-to-end path, it can take higher priority. When the status of path becomes normal, the priority
provisioning returns the normal condition to save cost.

. Scenario 3 (Re-Negotiation of TE Capability)

When QoS is degraded and all options are not applicable, it notifies the users and renegotiates with
the user how to satisfy end-to-end QoS.

8.4 End User Manageable Location Monitoring Services

End user manageable location monitoring service is a service to manage other end users’ location
information wherever they are at any time. In IP networks, the end user’s location information is originally
managed by the network provider or service provider. Then, an end user requests other end users’ location
information to the network and monitors their location information after retrieving their location information.
In this mode of service, an end user could be located at the fixed or wireless/mobile network.

8.4.1 Objectives of End User Manageable Location Monitoring Service

The main objective feature of end user manageable location monitoring service is that an end user retrieves
other end users’ location information from the location information database of IP networks and maintains
and manages other end user’s location information to monitor other end users’ location. In many cases, users
are interested to communicate with a certain set of their interested peers. Another objective is to provide
basic information support to other services such as emergency services and connectivity services.

8.4.2 Functional Model for End User Manageable Location Monitoring Services

The following functions are required to support end user manageable location monitoring service.
. Functions required on the end user side
— requests about other end users’ locations to the IP network

— managing monitored end users’ location information
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. Functions required on the IP network side
— managing their respective end users’ location information

— responding to end user location requests
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Figure 10/TR-CMIP - Functional model for end user manageable location monitoring service

Manageable IP networks have two types of databases to support end user manageable location monitoring
service. One is provider-owned location information database that has raw location information of network
end users. This database is an original network location information database such as Home Location
Register/Visitor Location Register, Domain Name System, and Home Agent/Foreign Agent binding cache.
Another is end user-based location information database that contains processed location information of
network end users. This database is service dependent location information database, such as GPS location
information and location information combined with other end user information such as availability and
connectivity.

. Provider-owned Location Information Database

This functional block is to maintain and manage location information of all its’ respective network
end users.

. End user-based Location Information Database

This functional block is to request, update, add, delete other end user location information to
Provider-owned Location Information database of other end user and respond to the requested
location information.

8.4.3 Service Scenarios and Procedures of End User Manageable Location Monitoring
Services

An end user is interested to know the location information of its peers. The IP network maintains their
location information at all places and times. An end user requests their location information to the IP
network in the general case. In this scenario, security issues such as authentication and authorization and
accounting issues are out of the scope.

There are two scenarios in this case:

. End user to End user-based Location Information Database to Provider-owned Location
Information Database
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This scenario is a single-mode operation. An end user requests for the other user’s location
information once. If the end user based location information database does not have the other
location information, it sends a request to the provider-owned location information database.

. End user to End user-based Location Information DB to Monitored End user

This scenario is a continuous-mode operation. An end user requests for the other user’s location
information continuously. After the single-mode operation, the end user-based location information
database contains the monitored end user’s location information. Therefore, end user-based location
information database issues a request to the monitored end user directly.

In these two scenarios, the end user-based location information database may not need to share its network
resources directly with an end user since the provider-owned location information may be proprietary to the
network provider. The provider-owned location information database should manage all their respective end
users’ location information.

The first scenario is single-mode operation scenario whose service procedure is shown in Figure 11/TR-
CMIP. In this scenario, an end user requests other end user’s location information to the end user-based
location information database with a single-mode start message. In the case the end user-based location
information database does not have the corresponding requested end user’s information, it issues a request to
the provider-owned location information database to this effect. After receiving the request message, the
provider-owned location information database responds with its proprietary location information to the end
user-based location information database. This information is processed by the end user-based location
information database and it provides this processed information to the end user who requested it.

Customer-based Provider-owned
Customer Location Information Location Information
Database Database
Single-mode Start
Request information >
Finding
Response raw information procedure
Processing
procedure

Response Information

¢

Figure 11/TR-CMIP — Service Procedure of single-mode operation service scenario

The second scenario is the continuous-mode operation scenario whose service procedure is shown in Figure
12/TR-CMIP. In this scenario, an end user requests a monitored end user’s location information from its
information database with a continuous-mode start message. The first operation is almost the same as the
single-mode operation service scenario. However, the end user-based location information database
continuously adds other monitored end users to the user list. The end user-based location information
database periodically provides the processed information to the end user. If the end user-based location
information database receives a stop message, this process stops and the end user-based location database
deletes the monitored end user’s information from its list.
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Figure 12/TR-CMIP - Service Procedure of continuous-mode operation service scenario

8.5 Manageable Home Networking Services

8.5.1 Objectives of the Manageable Home Networking Services

Home networking services can be defined as providing home automation services, home entertainment
services, security services, and internet service to the home. Home automation services are to control
lighting, appliances, and climate control in home. Home entertainment services allow user to access audio,
video, and theater services in home. In addition, ubiquitous services will be extended to support the
interconnection among various devices with radio frequency identifier (RFID) tags and increase the scale of
network connections in comparison with home networking services.

8.5.2 Functional Model of Manageable Home Networking Services

There are two modes of operations for home networking services. One is the local service access inside the
home or within home area network, which is starting service invocation from inside the home. The other is
the remote service access from external networks.

In Figure 13/TR-CMIP, it can be seen that the Service Gateway within the manageable IP network acts as the
portal to allow remote access and control from external network to home network. Service Gateway enables
the remote end user to manage home networking services and devices via the Residential Gateway. The
following functions and capabilities are provided by Service Gateway to support home networking services
in the IP network;
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Figure 13/TR-CMIP — Architecture for home networking service in manageable IP network

- User authentication and authorization

- Service management

- Service usage measurement

- Secure connection/session establishment

- Firewall function to protect against the possible threats

- Home directory service function that collects and presents the instances of home equipment,
equipment services, and contents, to the user

- Remote control function

- Remote configuration, management function

- Web service-based interface to have access and control

- Policy decision function to manage QoS

A Residential Gateway is a device that interconnects various home networking devices and acts as a
mediator between the end user of the devices and the Service Gateway. The Residential Gateway allows

intelligent end-user services, not just simple network connections, to be created and managed within the
home network as well. The details of the Residential Gateway are not addressed here.

8.5.3 Service Scenario and Procedures related to Manageable Home Networking Services

Figure 14/TR-CMIP shows an example of information flows of home networking service to enable an end
user to “turn on the lights” at remote site. It is assumed that SIP, HTTP, and SOAP can be used for
delivering control messages to communicate between Gateways and home devices. The following
procedures show the information flows required for a “turn on the lights” home networking service.

1. A remote end user is trying to login Service Gateway to have access and control to home
networking services

2. If an end user is successfully authenticated and authorized, then Service Gateway returns an OK
message to the end user

3. End user sends a control message, say, “turn on the light in living room” to a device via Service
Gateway

4. The Service Gateway then requests the session establishment between Service Gateway and

Residential Gateway, and a home device to send a control message

5. If a session is successfully established, the Service Gateway sends “turn on the light in living room”
control message to a home device via the Residential Gateway

6. The response from a home device is acknowledged

7. The OK control message is delivered to end user
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8. The end user logs off to quit the home networking service
9. The session is terminated between Service Gateway and Residential Gateway, and a home device
10. The session is ended between end user and Service Gateway
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Figure 14/TR-CMIP — Example of information flows of home networking service
to “turn on the light”

8.6 Client Networking Services with QoS and Security
8.6.1 Objectives of Client Networking Service with QoS and Security
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Figure 15/TR-CMIP — Example architecture for client networking service with QoS and
security

The IP network provides such functions to control QoS and security capabilities simultaneously or partly as
end users request. The network expects that in many types of services a secured path is tightly associated
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with QoS provisioning. Therefore, it will be necessary to classify networking service features in QoS and
security with on-line as well as off-line procedures.

The objective of client networking service with QoS and security is to protect two types of threat. An
example is to provide authentication mechanisms at the level of aggregates of packets such as channels or
flows so that these checks need not be done on individual packets. This suggests that an architecture where
authentication and other resource management decisions are initially processed to reduce the cost of
subsequent decisions. Consequently, a multilayered architecture to provide QoS and security procedures may
be needed, as shown in Figure 15/TR-CMIP.

8.5.2 Overlay Model of Client Networking Services with QoS and Security

Figure 16/TR-CMIP shows the overlay model of client networking services with QoS and security. It shows
an example of overlayed virtual networking. The virtual networking is applied to the model based on
independently multilayered architecture, in which incoming packets are classified at edge level and the
packets for secured QoS service are forwarded to policy based overlay networks. Thus, it provides secured
networking and QoS managed functions through admission control and other control mechanisms. Based on
functional architecture, a networking feature is necessary to adopt QoS and security features efficiently.

Control Server EN :Edge Node
. VER : Virtual client Edge Node
‘ """" >H--- VCR: Virtual client Core Node
, \\ P: Server layer core Node

Overlay Path for Classified
Packet

Overlay Server
vn-aJ Layer Network

L & = ;
\_{ - Networlc™ Server Layer
able IP Network/NGN

Manage Network

Figure 16/TR-CMIP — Overlay model of client networking services with QoS and security

An example of routing management algorithms of the overlay model is shown in Figure 17/TR-CMIP. This
figure shows the procedure for VNF (Virtual Networking Function) table construction. The control
information is classified according to the incoming end user information, and the control server will make its
own networking table in procedures (c), (d), and (e). The multiple virtual networking tables constructed
according to security level and required QoS level is applied to perform the routing functions over the
overlay network. The primary goal of VNF provisioning on overlay network is to provide multiple secured
QoS paths at each level. The VNF routing function is performed independently of other VNF domain in the
network.

In order to make a forwarding information base from information of routing and policies, advanced control
mechanisms are needed to supply multilayered virtual client networking associated with end user
manageable networking features.
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Classification of Service
Type and Level for Policy Control Information
Incoming Packet Base (Network Resource,
Security)
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Destination Address (QoS, Security)
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Networking Function) Tables for QoS
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Figure 17/TR-CMIP — Examples of table construction of virtual networking function
in overlay model

9 Security Considerations

It has become evident that security is a major element that should be considered for most applications. The
Internet is becoming more and more popular in using many applications, such as business transactions,
banking, government departments, and so on. The proliferation of such applications has raised the need for
more security. This capability is needed in the IP network. For the secure use of IP network, the following
items need to be considered.

. Authentication: This is required to verify claimed identity.

. Authorization: enables certain action s after authentication. This ensures that only authorized person
or device can be allowed to access to network elements, services and applications.

. Confidentiality: Data should not be handled by unauthorized entities.

. Integrity: Ensures the data is not modified in transition.

. Non-repudiation: Ensures that the origin of the received data should not be denied by the sender.

. Communication security: This function ensures that information flows only between the authorized
end points.

. Availability: This function ensures that there is no denial of authorized access to network elements,

services, applications, and so on.

. Privacy security: This function provides data protection from disclosure to an authorized entity.

For the case of mobility, there are inherent security risks. To be able to use the customer manageable IP
concept avoiding some or all of the security risks associated with mobility, the specific threats need to be
identified. The following lists are some weak points and potential solutions, related to mobility.

. Using binding updates: The binding update in IPv6 protocol may be used to redirect route from
source to destination. If it is not used carefully, some detrimental results can be caused in the case
of mobile communications.

—  Stealing data: If a rogue user knows a mobile node’s permanent address, he can send a binding
update to a correspondent node or a database maintaining the binding update to change the
route for the original mobile node’s data into his.
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— Reflection and flooding attacks: When a sender and a destination are communicating, it is
perfectly acceptable that the sender sends a packet to the destination, which results the
destination replying back to the sender. However, if the sender sends a packet to the destination
that causes the destination to reply to any other person, it is called a reflection attack. In this
case, the attacker can flood the another person’s link by using the reflection attack.

— Man-in-the-middle attacks on the binding update: This attack can be used on the
communication path between two nodes by an attacker. The obvious method is to change the
contents of a packet to cause some results that were not intended by the original sender of the
packet. When the attacker is located on the path between a mobile and a correspondent node, he
can modify the content of the binding update, possibly bringing a refection attack or hijacking
of ongoing connection between the mobile and correspondent nodes.

Attacks using packet header information: The packet includes destination information. Therefore, if
an attacker is communicating with a mobile node, he may put another address in the header
information field, causing the mobile node to forward his packets to another node, which can cause
reflection or flooding attack.

There can be many requirements on security. Among them, we first consider some points as mentioned
above and introduce some points to enhance security as follows.

Securing communication between mobile node and correspondent node: Messages between a
mobile node and a correspondent node are needed for binding cache and binding update list
management especially in the mobility management. The binding update is acting as a redirection
request. Therefore, it is important that a correspondent node trusts the mobile node to be able to
accept this request.

— Message integrity: It is needed that an attacker can not modify the contents of the binding
update message as well as the binding acknowledgment message.

— Avoiding denial of service attack: In order to avoid this attack, correspondent nodes must
ensure that they do not maintain state per mobile node until the binding update is accepted.

Securing messages in the database for the binding update: the same attacks on the binding update to
correspondent nodes are relevant when a mobile node is communicating with its binding update
database. The database impersonation could be detrimental to the mobile and correspondent nodes.
So, it is important that mobile node’s communication is secured using authentication.
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Appendix I

An example of functional architecture and service creation scenario for
end user manageable VPN services

The VPN will be one of the most promising services in NGN according to rapid increase of VPN service
demands. The framework for dynamic creation of VPN service based on intelligent/active networking will
promote a variety of VPN application services. In network based on service negotiation, a node with
intelligent/active features is able to represent a solution in order to manage the whole amount of different
requests coming from consumers.
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Figure I-1/TR-CMIP — An example of functional architecture for
end user manageable VPN services

The security is definitely one of the key issues in VPN scenario. An intelligent and active feature in VPN
networking will take an important role to provide flexible means to customize services appropriately. The
intelligent/active features for security in VPNs are exploited for adaptive secure routing and service
capability. The security capability of VPN is negotiated with C/M-Plane of IP network, and its service level
will be assigned to VPN users.

As shown in Figure I-1/TR-CMIP, control and management functions of customer manageable IP network, a
control flow between a service provision module of VPNs and C/M-Plane Module of customer manageable
IP network is established to deliver networking service capabilities from/to VPNs. The C/M-plane of IP
network will have to be characterized to provide the above networking capabilities to VPNS.

In addition to the above features, the following capabilities are characterized to provide intelligent/active
VPN services in IP network.
. Mobility

. Static/Dynamic QoS provisioning
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. Resource Mediation for VPN services
. Subscriber Control on VPNs service capabilities
. Security negotiation/provisioning

From a functional standpoint in intelligent VPN of IP network, the VPN is as an active flow that is activated
by appropriately customizing additional intelligent/active features of VPN access node. This is achieved via
one underlying program and their injected programs, each associated to one of the intelligent/active VPN
functions. The activation process is appropriately invoked with respect to the external topology, an internal
topology and its routing table of VPNs (with multiple virtual routing tables). By applying these parameters a

number of different VPNs are characterized by their own topology and management strategy.

Figure [-2/TR-CMIP indicates an example of functional architecture to implement manageable VPN. If we
consider VPNs are interconnected at different operators or ISPs in the IP network, implementation
architecture for manageable VPN may be shown in this figure. For example, the manageable VPN service

needs the following threes functions of Service Mediator, SLA mediator, and Access Mediator.

. Service Mediator Function
-  AAA
—  Presentation
—  Subscription

. SLA Mediator Function

— Dynamic negotiation and re-negotiation of the SLA

—  Synchronization with other SLA Mediator

—  Communication with resource manager in customer manageable [P network

. Access Mediator Function
- AAA
—  Directory transactions
—  Preference lists handling
—  Service menu
—  User profile Processing

—  Terminal types and mapping

Service
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Figure I-2/TR-CMIP — An example of implementation scenario for end user manageable VPN
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1.2 — Terms, definitions and high-level terminological framework for Next
Generation Networks”

Abstract

This draft has been produced to capture the set of terms which frame the key NGN concepts and to show the
relationships among them.

For the most part, this document uses terms and definitions that have already been defined elsewhere and
which are considered particularly suitable, applicable or adaptable to NGNs.

The current contents are intended to provide a starting point for further development, and an on-going basis
for development.

Temporary Note:

This document has been based on material from many sources. In particular, the following materials have
been examined in the course of its production so far:

a) The ITU-T SANCHO database

b) Recommendations from various study groups (e.g. SG11, SG13, SG15, etc)
c) ETSI TISPAN (ETSI TR 00004 V0.0.6 (2005-07)).

e) Existing FG NGN Documents

The intent is to facilitate consistent use of terms within the FG and coherency among NGN activities.

Consistency checks need to be continued, and when completed an major editorial clean up will be necessary.
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1.2 — Terms, definitions and high-level terminological framework for Next
Generation Networks

1 Scope

This document contains terms and definitions and a framework relevant to providing a general understanding
of Next Generation Networks and a guide for NGN specification development.

This document is not exhaustive, and does not replace the terms and definitions used in other organizations.

This document is not simply a compendium of terms and definitions. The primary purpose of this document
is to provide a context for the use of certain terms and definitions to avoid mis-understandings in NGN
activities. Thus, the definitions are arranged in a specific order and certain necessary relationships are
illustrated. Additionally, explanatory notes are also included where deemed appropriate.

For the most part, this document uses terms and definitions that have already been defined elsewhere and
which are considered particularly suitable and applicable to NGN work.

Terms that are thought to be universally understood are simply referenced where appropriate.

2 References
Boilerplate required
[1] ITU-T Recommendation Y.101: GII terminology: Terms and definitions

[2] ITU-T Recommendation Y.1231, IP Access Network Architecture

[3] ITU-T Recommendation Y.2001 (2004), General overview of NGN

[4] ITU-T Recommendation Y.2011 (2004),

[5] ITU-T Recommendation Y.FRA Functional requirements and architecture of the NGN

[6] ITU-T Recommendation G.805 (2000), Generic Functional Architecture of Transport Networks

[7] ITU-T Recommendation X.200 (1994), Information technology — Open Systems Interconnection —
Basic Reference Model: The Basic Model

[8] ITU-T Recommendation G.809 (2003), Functional Architecture of Connectionless Layer Networks

[9] ITU-T Recommendation G.902 (), Framework Recommendation on functional access networks

(AN) - Architecture and functions, access types, management and service node aspects
[10] ITU-T Recommendation G.993.1 (2004), Very high speed digital subscriber line transceivers

[11] ITU-T Recommendation G.8080/Y.1304 (2001), Architecture for the automatically switched
optical network (ASON)

[12] ITU-T Recommendation E.651 (), Reference connections for traffic engineering of IP access
networks

[13] ETSI TISPAN TS 01018 V0.0.2, TISPAN-NGN, NGN Terminology
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[14] ITU-T Recommendation Q.1761 (2004), Principles and requirements for convergence of fixed and
existing IMT-2000 systems

[15] ITU-T Recommendation Y.1001 (), IP Framework - A framework for convergence of
telecommunications network and IP network technologies

[16] Draft TR-Signalling requirements for IP-QoS (FGNGN-OD-00030)

[17] Requirements and framework for end to end QoS architecture in (FG-NGN-OD-00204)

[18] Draft TR-NGN.NHNperf (FG-NGN-OD-00201)

[19] Algorithms for Achieving End to End Performance Objectives (TR-apo) (FGNGN-OD-00200)

[20] Functional requirements and architecture of the NGN (FGNGN-OD-00223)

[21] Evolution of networks to NGN (FG-NGN-OD-00217)

[22] PSTN/ISDN evolution to NGN (FG-NGN-OD-00218)

[23] PSTN/ISDN emulation and simulation (FG-NGN-OD-219)

[24] Draft FGNGN-IFN (IMS for Next Generation Networks) (FG-NGN-OD-00224)

[25] TR-CMIP (Framework for Customer Manageable [P Network) (SG13 TD PLEN)110)

[26] Softrouter requirements (FG-NGN-OD-0043)

[27] Future Packet Bearer Network requirements (FG-NGN-OD-00209)

[28] Future Packet Bearer Network Architecture (FG-NGN-OD-00210)

[29] Release 1 Scope (FG-NGN-OD-00229)

[30] Release 1 Requirements (FG-NGN-OD-00230)

[31] Tr-enet (FG-NGN-OD-00202)

[32] TR-RACF (FG-NGN-0OD-00203)

[33] TR-msnniqos (FG-NGN-OD-00205)

[34] TR-NGN.NHNperf (FG-NGN-OD-00206)

[35] TR-CSF (FG-NGN-0D-00226)

[36] TR-PIEA (FG-NGN-OD-00227)

[37] ITU-T Recommendation Z.100_Supplement 1 (05/97) SDL+ methodology: Use of MSC and SDL
(with ASN.1)

[38] ITU-T Recommendation M.3050, Enhanced Telecommunications Operations Map

[39] ITU-T Recommendation Q.833.1, Asymmetric digital subscriber line (ADSL)

[40] ITU-T Recommendation E.164

[41] 3GPP TS 23.271 V6.6.0 (2003-12), “Functional stage 2 description of Location Services (LCS)”.

[42] 3GPP TS 23.141 V6.2.0 (2003-03), “Presence Service — Architecture and Functional Description”.

[43] 3GPP TS 22.141 V6.4.0 (2003-09), “Presence Service (Stage 1)”.

[44] 3GPP TS 22.340 V6.1.0 (2003-09), “IP Multimedia System (IMS) Messaging (Stage 1)”.
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[45] 3GPP TS 22.140 V6.4.0 (2004-01), “Multimedia Messaging Service (Stage 1)”.

[46] 3GPP TS 22.174 V6.2.0 (2003-03), “Push Service-Service aspects (Stage 1)”.

[47] 3GPP TS 23.875 V5.1.0 (2002-03), “Support of Push Service”.

[48] 3GPP TS 23.877 V1.0.0 (2003-12), “Architectural Aspects of Speech Enabled Services”.
[49] 3GPP TS 22.977 V6.0.0 (2002-09), “Feasibility Study for Speech Enabled Services”.

TBC
3 Fundamental NGN Definitions
3.1 Basic Definitions

The following three definitions define the fundamental nature of an NGN.

Next Generation Network (NGN) [3]: a packet-based network able to provide telecommunication services
and able to make use of multiple broadband, QoS-enabled transport technologies and in which service-
related functions are independent from underlying transport-related technologies. It enables unfettered access
for users to networks and to competing service providers and/or services of their choice. It supports
generalized mobility which will allow consistent and ubiquitous provision of services to users.

NGN service stratum [4]: that part of the NGN which provides the user functions that transfer service-
related data and the functions that control and manage service resources and network services to enable user
services and applications.

NGN transport stratum [4]: that part of the NGN which provides the user functions that transfer data and
the functions that control and manage transport resources to carry such data between terminating entities.

Visual representation of the relationship between these definitions is shown below in figure 1:

NGN (Y.2001)

Service-related Transport-related
functions technologies

Services Stratum (Y.2011) Transport Stratum (Y.2011)

Figure 1 — Defined Fundamental Components of an NGN

3.2 NGN Release Concept

NGN Release: A set of NGN specifications covering a defined set of services and capabilities for
implementation in a timely manner. A given specification of a given NGN Release can be categorized using
the 3-stages methodology defined in Recommendation 1.130, i.e. service aspects (Stage 1), functional
network aspects (Stage 2) and network implementation aspects (Stage 3). All services and capabilities
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defined in a given NGN Release must be specified to Stage 3 level to ensure that the release is fully
implementable.

An NGN Release Description document will define the aspects given above related to that release and
reference the documents providing the required information details.

Release completion: An NGN release is completed as soon as the related NGN Release Description
document is approved by the ITU-T and all documents referenced in that document are approved by the
responsible body.

4 Modes of Communication

The layering principles of ITU-T Recommendation X.200 (1994), Information technology — Open Systems
Interconnection — Basic Reference Model: The Basic Model 0 apply.

In this respect, any (N)-layer may offer a connection-mode service, a connectionless-mode service, or both,
to the (N+1)-layer, using the service or services provided by the (N—1)-layer.

4.1 connection-mode service [7]

A connection is an association established for the transfer of data between two or more peer-(N)-entities.
This association binds the peer-(N)-entities together with the (N—1)-entities in the next lower layer. The
ability to establish and release a connection and to transfer data over it is provided to the (N)-entities in a
given (N)-layer by the next lower layer as a connection-mode service. The use of a connection-mode service
by peer-(N)-entities proceeds through three distinct phases:

a) connection establishment;

b) data transfer; and

c) connection release.

Notes:

| In the context of some of the NGN documents, the phrases “session” or session-based services may be

encountered for this mode of operation.

Session-based services: A network controlled session is established before the content is transferred. In
general, session based services are peer-to-peer communications, broadcast and multicast type
communications. Examples of the session based services are not limited to, conversational services,
interactive videophone, etc.

2 The abbreviation CO may also be encountered.

4.2 connectionless-mode service [7]

Connectionless-mode transmission is the transmission of a single unit of data from a source service-access-
point to one or more destination service-access-points without establishing a connection. A connectionless-
mode service allows an entity to initiate such a transmission by the performance of a single service access.

Notes:

1 In the context of some of the NGN documents, the phrases “non-session-based services may be encountered
for this mode of operation.

Non-Session based Services: There is no network controlled session established before the content is
transferred. In general, non-session based services are of short duration.

2 The abbreviation CL may also be encountered.
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5 The Transport Stratum

The transport stratum has both vertically layered and horizontal dimensions.

5.1 Vertical aspects

The following terms and definitions of G.805 [6] apply to the vertical layering principles for “connection-
mode” operation [7].

5.1.1 Connection mode

layer network: A "topological component" that represents the complete set of access groups of the same
type which may be associated for the purpose of transferring information.

client/server relationship: The association between layer networks that is performed by an "adaptation"
function to allow the link connection in the client layer network to be supported by a trail in the server layer
network.

trail: A "transport entity" which consists of an associated pair of "unidirectional trails" capable of

simultaneously transferring information in opposite directions between their respective inputs and outputs.

Note: This could be regarded as a “connection” trail to distinguish it from the “connectionless trail defined
in G.809.”

path layer network: A "layer network" which is independent of the transmission media and which is
concerned with the transfer of information between path layer network "access points".

transmission media layer network: A "layer network" which may be media dependent and which is
concerned with the transfer of information between transmission media layer network "access points" in
support of one or more "path layer networks".

transport: The functional process of transferring information between different locations.

transport entity: An architectural component which transfers information between its inputs and outputs
within a layer network.

transport network: The functional resources of the network which conveys user information between
locations.

Note: In accordance with G.805, the NGN context of the NGN transport stratum, the term transport has the wider
scope than “transmission” or “first mile” access networks.

5.1.2 Connectionless mode

The following terms and definitions of G.809 0 apply to the vertical layering principles for “connectionless”
0 layer networks.

layer network: A “topological component” that represents the complete set of access groups of the same
type which may be associated for the purpose of transferring information.

client/server relationship: The association between layer networks that is performed by an “adaptation”
function to allow the “flow” in the client layer network to be supported by a trail in the server layer.

connectionless trail: A “transport entity” responsible for the transfer of information from the input of a flow
termination source to the output of a flow termination sink. The integrity of the information transfer may be
monitored.

transport: The functional process of transferring information between different locations.
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transport entity: An architectural component which transfers information between its inputs and outputs
within a layer network.

transport network: The functional resources of the network which conveys user information between
locations.

With the exception of “trail” it can be seen that certain definitions apply equally well to connection mode as
well as to connectionless mode.

Notes:

1 A client is the user or consumer of services.

2 A server the provider of services.

3 A client may in turn be a server to another higher layer client.

5.1.3  Visual illustration of client and server layer networks

The figure below illustrates the relationship between client and server layer networks.

erver L ayer Network

Figure 2 — Illustration of client and server layer networks

Note: As indicated in Recommendation Y.2011 [4], the NGN transport stratum is implemented by a recursion of
multiple layer networks as described in Recommendations G.805 and G.809. From an architectural perspective, each
layer in the transport stratum is considered to have its own user, control and management planes.

5.1.4 User, control and management planes
From Recommendation G.993.1 [10]:

Plane: A category that identifies a collection of related objects, e.g. objects that execute similar or
complementary functions; or peer objects that interact to use or to provide services in a class that reflects
authority, capability, or time period.

Transport plane: The Transport Plane provides bidirectional or unidirectional transfer of user information,
from one location to another. It can also provide transfer of some control and network management
information. The Transport Plane is layered; it is equivalent to the Transport Network defined in ITU-T
Rec. G.805.

User plane: A classification for objects whose principal function is to provide transfer of end-user
information: user information may be user-to-user content (e.g. a movie), or private user-to-user data.
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Notes:

| In the case of client/server layer networks the client is the “user”.

2 In some cases the term data plane is also used instead of user plane

3 This usage should not be confused with “transport plane” as defined in Recommendation G.8080 [11] as

follows:

Transport plane: The Transport Plane provides bidirectional or unidirectional transfer of user information,
from one location to another. It can also provide transfer of some control and network management
information. The Transport Plane is layered; it is equivalent to the Transport Network defined in ITU-T
Rec. G.805.

From Y.2011 [4]:

Control plane: the set of functions that controls the operation of entities in the stratum or layer under
consideration, plus the functions required to support this control

Management plane: the set of functions used to manage entities in the stratum or layer under consideration,
plus the functions required to support this management

5.2 Horizontal

The Transport Stratum comprises the horizontal components shown below:

NGN Service m Service /’Nm

User Access Node Access Node Access User

Customer Customer
Premise Premise

Figure 3 — General horizontal components

Note: Not all components may be involved in any given communication instance.

Network: A horizontal segment within the transport stratum that its own specific protocols, and which
provides communication between two or more defined points to facilitate NGN transport service between
them.

For general definitions the following terms from Y.101 [1] and Q.833.1 [ ] apply:

NGN access network: Implementation comprising those entities (such as cable plant, transmission facilities,
etc.) which provide the required transport capabilities for the provision of telecommunications services
between a Service Node Interface (SNI) and each of the associated User-Network Interfaces (UNIs).

The following corresponding term for core network is offered:

NGN core network: Implementation comprising those entities (such as cable plant, transmission facilities,
etc.) which provide the required transport capabilities for the provision of telecommunications services
between Service Node Interfaces (SNIs).

Segment (Network Segment): A horizontal partition within the transport stratum provides communication
between two or more defined points. [new]

Access segment: The network segment from the interface on the customer’s side of the CE to the interface
on the customer side of the first Gateway Router

[NOTE: this definition needs to be aligned with the NGN FRA definition finally settled on].
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Core Network segment: A core network segment is between Gateway routers, including the gateway
routers themselves. The network segment may include some number of interior routers with various roles

Editor’s Note: Not sure about term “Gateway”.
For service node the following definitions from G.902 [9] apply:

Service Node (SN): Network element that provides access to various switched and/or permanent
telecommunication services. In case of switched services, the SN is providing access call and connection
control signalling, and access connection and resource handling.

Service Node Interface (SNI): Interface which provides customer access to a service node.

Service Platform (SP): Equipment which allows users to gain access and systems to communicate to the
NGN through networks, used to describe the terminal device (i.e., TEs : PC, Telephone, Mobile Phone, etc.)
and the server (i.e., Application Server, Media Server, etc.) employed by the service application. [206]

Customer network [21]: A telecommunications network belonging to the customer and located in the
customer premise(s).

Customer Premises Equipment (CPE) [17]: End-user system including private network elements
connecting the customer applications to the access line.

Customer Premises Network (CPN) [17]: A private network administrated by the user, that may be
individual, home or enterprise.

Terminal equipment (TE): Represents the customer's access equipment used to request and terminate
network associated connectivity services. [OD-00204]

Off-path [27]: Off-path in a co network means it is using a separate trail. Off-path in cl-ps network means it
is using a separate server layer trail.

6 IP related Capabilities
From Y.1001 [15]

IP Transfer Capability: The set of network capabilities provided by the Internet Protocol (IP) layer. It may
be characterized by the traffic contract as well as performance attributes supported by control and
management functions of the underlying protocol layers. Examples of IP Transfer Capability include basic
best effort IP packet delivery and the capability provided by Intserv, and Diffserv framework defined by the
IETF.

Auto-Configuration [25]: The end user gets its interface address automatically that creates a link-local
address and verifies its uniqueness on a link. It should be obtained through the stateful or stateless
mechanism.,

Auto-Discovery [25]: The end users or the network elements find their neighbors automatically by using
solicitation and advertisement messages.

Control Element (CE) [26]: The CE is a logical entity providing layer 3 control functionality for the
purpose of packet forwarding. A CE controls one or multiple FEs belonging to the same NE. A CE is
associated with exactly one NE. However, an NE may have one or more CEs. A CE may consist of multiple,
distributed, redundant sub-components (PCEs) to implement the control functionality.

Control Link [26]: Control links interconnect CEs with FEs. Direct control links connect CEs with FEs
without any intermediate FEs or NEs. Indirect control links span intermediate FEs and NEs.
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External Link [26]: External links are layer 3 packet-forwarding links that leave the packet-forwarding
plane of an NE to connect with neighboring NEs. In other words, enternal links are Inter-NE links.

From softrouter document, is this still appropriate to be included?

Flow [IP flow] [17]: A sequence of packets sent from a particular source to a particular destination to which
the common routing is applied. If using IPv4, a flow is identified by IPv4 S5-tuple including
source/destination IP addresses, protocol ID, source/destination port numbers. If using IPv6, a flow is
identified by IPv6 3-tuple including source/destination IP addresses, flow label.

Forwarding Element (FE) [26]: The FE is a logical entity providing layer 3 packet forwarding
functionality. An FE can only be associated with exactly one NE at a given point of time. The FE’s control
may be migrated to a different CE, if needed. An FE must be able to process protocols for communication
with its CE and for FE discovery. An FE may utilize fractional, whole or multiple PFEs. IP TTL and IP
options may be modified on a per FE granularity.

Internal Link [26]: Internal links are layer 3 packet-forwarding links that interconnect FEs of the same NE.
In other words, the internal links are Intra-NE links. The link between FEs and CE are not considered
internal links.

From softrouter document, is this still appropriate to be included?

IP Service Endpoint [16]: A functional entity which includes one type of IP Signalling Endpoint and the
User (of that endpoint).

IP Signalling Endpoint [16]: The termination point of an IP signalling path.
IP Transport Packet Size [16]: Length of the payload of a IP Transport Protocol contained in a IP packet.

(IP) Network Element [26]: The NE is a logical entity performing the traditional layer 3 routing
functionality. It consists of one or more CEs and FEs. FEs and CEs of the same NE may be separated by
multiple hops. IP TTL and IP options may be modified on a per FE granularity. This means that the data
plane sees a NE as multiple hops whereas the control plane sees a NE as a single hop.

From softrouter document, is this still appropriate to be included?
Network Entity [16]: The network element responsible for terminating the IP Signalling Protocol.

Physical Control Element (PCE) [26]: A hardware platform that implements layer 3 router control
functions. A PCE may host partial CEs (CE sub-components) or multiple CEs.

Physical Forwarding Element (PFE) [26]: A hardware platform that implements layer 3 packet forwarding
functionality. A PFE may host multiple FEs but not partial FEs.

Post-Association Phase [26]: Period of time during which FEs and CEs know their mutual bindings and
establish communication over a protocol.

Pre-Association Phase [26]: Period of time during which the CE and FE discover each other’s existence and
attempt to bind themselves. It includes the determination of which CE and which FE can be part of a given
NE (This, obviously, is preceded by the determination of which PCEs/PFEs are part of a given CE/FE).

From softrouter document, is this still appropriate to be included?

Customer Manageable IP Network [25]: defines user manageability of resources parameters and network
capabilities on an IP network. Users can allocate, configure, control, and manage the resources of I[P network
elements.

Information Navigation [25]: moving from one source of information to other, related, sources of
information.



60 Functional architecture and mobility

Information Query [25]: requesting and defining ways of looking for information

Auto-Discovery [25]: The end users or the network elements find their neighbors automatically by using
solicitation and advertisement messages

Auto-Configuration [25]: The end user gets its interface address automatically that creates a link-local
address and verifies its uniqueness on a link. It should be obtained through the stateful or stateless
mechanism

7 Mobility

A number of base terms have been adopted. Relationship between basic terms used for mobility is shown in
the figure below.

Mobility

Service Service
Continuity Discontinuity

Seamless
Handover

Handover Roaming Portability

Figure 4 — Relationship between mobility terms

Mobility [3]: the ability for the user or other mobile entities to communicate and access services irrespective
of changes of the location or technical environment.

Notes:

| The degree of service availability may depend on several factors including the Access Network capabilities,
service level agreements between the user's home network and the visited network (if applicable) etc.
Mobility includes the ability of telecommunication with or without service continuity. [Y.2001].

2 In Y.2001 this is called Generalized Mobility.

Service continuity: The ability for a mobile object to maintain ongoing service, including current states,
such as user’s network environment and session for a service.

Service discontinuity: The inability for a mobile object to maintain ongoing service, including current
states, such as user’s network environment and session for a service.

Network mobility: The ability of a network, where a set of fixed or mobile nodes are networked to each
other, to change, as a unit, its point of attachment to the corresponding network upon the network’s
movement itself. [224]

Seamless handover: It’s one special case of mobility with service continuity, when it’s preserved the ability
to provide services without any impact on their service level agreements to a mobile object during and after
movement. [Same as ETSI]

Handover: The ability to provide services with some impact on their service level agreements to a mobile
object during and after movement. [Same as ETSI] [224]

Roaming: This is the ability of the users to access services according their user profile while moving outside
of their subscribed home network, i.e. by using an access point of a visited network.
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This is usually supported by a roaming agreement between the respective network operators.

Roaming agreement: A business arrangement between a pair of operators in which it is agreed that the one
operator will provide service to the customers of the other operator. Among other issues, a roaming
agreement may address the level or type of service to be provided to the roaming customers as well as
arrangements for compensation for the use of the roamed-to operators resources. [224]

Nomadism: Ability of the user to change his network access point on moving; when changing the network
access point, the user's service session is completely stopped and then started again, i.e., there is no session
continuity or hand-over possible. It is assumed that normal usage pattern is that users shutdown their service
session before moving to another access point. Source ITU-T Q.1761 (04). And [224]

Mobility management (MM): The set of functions used to facilitate the mobility. These functions include
authentication, authorization, location updating, paging, download of user information and more. [224]

Terminal Mobility: This is the mobility for those scenarios where the same terminal equipment is moving
or is used at different locations. The ability of a terminal to access telecommunication services from different
locations or while in motion, and the capability of the network to identify and locate that terminal.

Personal mobility: This is the mobility for those scenarios where the user changes the terminal used for
network access at different locations. The ability of a user to access telecommunication services at any
terminal on the basis of a personal identifier, and the capability of the network to provide those services
delineated in the user's service profile. [224]

Service Mobility: This is Mobility, applied for a specific Service, i.e. the ability of a mobile object to use the
particular (subscribed) service irrespective of the location of the user and the terminal that is used for that
purpose. [Same as ETSI]

Network mobility [Q.1703] :

The ability of a network, where a set of fixed or mobile nodes are networked to each other, to change, as a
unit, its point of attachment to the corresponding network upon the network’s movement itself. [224]

Portability: Mechanism that allows a user to retain the same directory number, regardless of the subscribed-
to service provider. Number portability may be limited to specific geographical areas. In the context of the
All-IP network, the term "number portability" refers specifically to ITU-T E.164 numbers used for
telephony. (Q.1742.1 (02), 3.30; Q.1742.2 (03), 3.30; Q.1742.3 (04), 3.30)

Regional mobility: When a mobile object changes its location, the mobility could be completed within a
region covered by a system that is responsible for the mobility in its region. This is defined as regional
mobility.

Home Network: The network associated with the operator/service provider that owns the subscription of the
user. [224 and 229]

Visited Network: The network that is local to the user in a roaming configuration (REL1). [224 and 229]

8 Roles, players, value-added chain, etc
Taken from Y.110 [ ]:

Role: A role is a business activity which fits in a value chain. The role is constrained by the smallest scale of
business activity which could exist independently in the industry and so a marketplace will exist for every
relationship between roles.

Player: A player is an organization, or individual, which undertakes one or more roles. The player can be a
commercial company, a government agency, a non-governmental organization, a charity or an individual.
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Value chain, complete value chain, and primary value chain: A "tree" of roles are connected together to
make an end good/service. The total set of roles involved in producing an end good/service are and the way
they pass intermediate goods/services between the roles is called the complete value chain. The set of roles
which form the only principle activity of a generally recognized industry which produces the end
good/service are the primary value chain. All the other roles in the complete value chain will be providing
support goods/services for roles in the primary value chain.

9 User, customer, subscriber, client, provider, etc.

In a service context is usual to consider the party supplying the service and the party using the service.
Unfortunately we have a number terms in common use, some of which can be regarded as synonyms
depending on the context in which they are used. Further, unlike many previous environments where it was
clear where there was only one simple relationship between these two parties, the NGN environment enables
an arbitrary recursion of these relationships.

The following definitions form M.3050.1, Enhanced Telecom Operations Map (¢TOM) — The business
process framework, have been adopted:

Customer: The Customer buys products and services from the Enterprise or receives free offers or services.
A Customer may be a person or a business.

Source: M.3050.1

Note: there could be many users per customer.

Subscriber: The person or organization responsible for concluding contracts for the services subscribed to
and for paying for these services. [M.3050]

Note: there could be many users per subscriber.

End User: The End User is the actual user of the Products or Services offered by the Enterprise. The end
user consumes the product or service. See also Subscriber below.

Source: M.3050.
The following may also be helpful:

User, End user: A human being, organization, or telecommunications system that accesses the network in
order to communicate via the services provided by the network.

Source: ETSI AT ES 202 488-2

In most cases we use the term “user” in the FGNGN documents to mean the entity physically using the
service at the interface to the network, at the UNI, or associated with the device at the UNI. The user
represents the entity actually receiving the subscribed services and physically associated with the delivery
point, where the actual service interactions take place, typically the UNI.

In the contractual sense we need to be able to distinguish between a subscriber/customer who is the actual
user (1:1 relationship), and a subscriber/customer that is an organization with a number of delegated users
(1:N relationship).

For most intents and purposes, the terms “customer” and “subscriber” may be regarded as synonyms.
Note: Extreme care needs to be taken over the term “end” which may be relative rather than absolute depending on the
point where the recursion stops.

Network provider [17]: The organization that maintains and operates the network components to support
services. A network provider may also take more than one role, e.g. also acting as Service Provider. [204]
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Service provider [17]: A general reference to an operator that provides NGN telecommunication services to
Customers and other users either on a tariff or contract basis. A Service Provider may or may not operate a
network. A Service Provider may or may not be a Customer of another Service. [204]

Terminal equipment (TE) [17]: Represents the customer's access equipment used to request and terminate
network associated connectivity services. [204]

User Network Interface (UNI): An interface between the user equipment and a network termination at
which interface the access protocols apply. Note: This interface is not constrained to a single protocol.

Network Node Interface (NNI): The interface of a network node (node as defined in Rec. E.351) which is
used to interconnect with another network node. Note: This interface is not constrained to a single protocol.
In the case of interconnection between an NGN network and a legacy network it will also depend on the type
of network connecting to NGN and where the mediation is performed if any.

Customer Premises Network (CPN) [17]: A private network administrated by the user, that may be
individual, home or enterprise. [204]

or

Customer network: A telecommunications network belonging to the customer and located in the customer
premise(s). The customer network is connected to the user side of an access network [217]

(General) Domain: A collection of physical or functional entities which are owned and operated by a player
and can include entities from more than one role. The extent of a domain is defined by a useful context and
one player can have more than one domain;hewever—a-domain-should-not-include-more-than-one-serv

onine platform,

Source: minor change from ITU-T Y.110

Editor’s note: The last sentence is no longer valid and should be removed: a single operator may own for example an
ISDN/PSTN emulation platform and offer presence service from an entirely different platform within the same domain

Administrative domain: collection of physical or functional entities under the control of a single
administration.

Source: ETSI TIPHON TR 101 878, SPAN TS 102 261, very similar to definition in ITU-T X.115 (95)

User domain: collection of physical or functional entities under the control of an end-user that share a
consistent set of policies and common technologies.

ETSI TIPHON TR 101 878, SPAN TS 102 261

Service domain: collection of physical or functional entities offering IP based services under the control of
an NGN Service Provider which share a consistent set of policies and common technologies.

Source: adapted from ETSI TIPHON TR 101 878, SPAN TS 102 261

Private domain: Those parts of a private NGN that belong to a private entity and which are usually located
on that private entity’s premises.

Source: minor adaptation from ETSI CN EG 201 026

Explanation: This and the following term are used in the context of corporate networks. They refer to the
fact that a corporate network (private NGN) can rely partly or wholly on services offered by a public
network.

Public domain: Those parts of a private NGN that are provided using the public network infrastructure of
another NGN.
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Source: minor adaptation from ETSI CN EG 201 026

Demarcation Point - Generally a point which separates two domains, here the separation between the access
and transit networks.

10 Telecommunications, Services, Applications, etc
Basic Terms

Service: A set of functions and facilities offered to a user by a provider.

NOTE - In this definition, the "user" and "provider" may be a pair such as application/application, human/computer,
subscriber/organization (operator). The different types of service included in this definition are data transmission
service and telecommunications service offered by an operating agency to its customers, and service offered by one
layer in a layered protocol to other layers.

Complementary Definition

Service: Task or set of tasks performed by the provider(s) of that telecommunication service for the user of
the service in an NGN environment.(editor’s notes: NGN environment need to be defined) Created from
service capabilities. [check reference]

Telecommunication service: a service which implies automated processing, storage and providing of the
information (including voice, data, image and video) via telecommunication networks. (editor’s notes: this
definition is from T05-SG13-050425-D-0174. Added at the May SG 13 meeting.)

Telecommunication: Any transmission, emission or reception of signs, signals, writing, images and sounds
or intelligence of any nature by wire ,radio, optical or other electromagnetic systems.

(as defined in the ITU Constitution provision 1012 and in the International Telecommunication
Regulations ITR)

Application [21]: A structured set of capabilities, which provide value-added functionality supported by one
or more services, which may be supported by an API interface. [217]

Application Server (AS) [21]: A unit that supports service execution, e.g. to control Call Servers and NGN
special resources (e.g. media server, message server). [217]

Application Network Interface: provides a channel of interactions and exchanges between “3™ Party
Application Providers” and NGN elements offering needed capabilities and resources for realization of value
added services. [229]

Call server (CS) [21]: A unit which controls set-up, maintenance, modification and release of a call.

Connection-oriented network service [17]: A network service that establishes logical connections between
end users before transferring information.

Connectionless service [17]: A service, which allows the transfer of information among service users
without the need for end-to-end logical connection establishment procedures.

Session (1): A temporary relationship among a group of objects that are assigned to collectively fulfill a task
for a period of time. A session has a state that may change during its lifetime. The session represents an
abstract, simplified view of the management and usage of the objects and their shared information. Sup. 27
to Q-Ser. (99), 3.7

or
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Session (2): A period of communication between two terminals which may be conversational or non-
conversational (for example, retrieval from a database). H.245 (05), 3.24; H.246 (98), A.2.6; H.310 (98),
3.27

. Session-based services: A network controlled session is established before the content is
transferred. In general, session based services are peer-to-peer communications, broadcast and
multicast type communications. Examples of the session based services are not limited to,
conversational services, interactive videophone, etc.

. Non-Session based Services: There is no network controlled session established before the content
is transferred. In general, non-session based services are of short duration.

IP multimedia application: An application that handles one or more media simultaneously such as audio,
video and data (e.g. chat, shared whiteboard) in a synchronised way from the user’s point of view. A
multimedia application may involve multiple parties, multiple connections, and the addition or deletion of
resources within a single IP multimedia session. A user may invoke concurrent IP multimedia applications in
an [P multimedia session.

Source: ETSI 3GPP TS 122 228
IP multimedia session:

An [P multimedia session is a set of multimedia senders and receivers and the data streams flowing from
senders to receivers. IP multimedia sessions are supported by the NGN and are enabled by IP connectivity
bearers. A user may invoke concurrent IP multimedia sessions.

Source: ETSI 3GPP TS 122 228
Specific Services (Editor’s note: this section needs discussion wrt its suitability)

Location Service (LCS): network provided enabling technology consisting of standardised service
capabilities, which enable the provision of location applications. The application(s) may be service provider
specific. A Location Service is specified by all the necessary network elements and entities, their
functionalities, interfaces, as well as communication messages to implement the positioning functionality in
a cellular network.

Source: 3GPP TS 23.271 V6.6.0 (2003-12), “Functional stage 2 description of Location Services (LCS) .

Generally there are four categories of usage of the Location Service. These are: Commercial LCS, Internal
LCS, Emergency LCS and Lawful Intercept LCS.

. The Commercial LCS: an application that provides a value-added service to the subscriber of the
service, through knowledge of the UE location and if available, and at the operator’s discretion, the
positioning method used to obtain the location estimate. This may be, for example, a directory of
restaurants in the local area of the UE, together with directions for reaching them from the current
UE location.

. The Internal LCS: use of the location information of the UE for Access Network internal
operations. This may include; for example, location assisted handover and traffic and coverage
measurement. This may also include support for certain O&M related tasks, supplementary
services, IN related services, bearer services and teleservices.

. The Emergency LCS: a service provided to assist subscribers who place emergency calls(place
calls to emergency services). In this service, the location of the UE caller and, if available, the
positioning method used to obtain the location estimate is provided to the emergency service
provider to assist them in their response. This service may be mandatory in some jurisdictions. In
the United States, for example, this service is mandated for all mobile voice subscribers.
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. The Lawful Intercept LCS: a service to provide the location information to support various legally
required or sanctioned services.

. Source: 3GPP TS 23.271 V6.6.0 (2003-12), “Functional stage 2 description of Location Services
(LCS)”.

Location Based Service (LBS): service provided either by teleoperator or a 3" party service provider that
utilizes the available location information of the terminal. Location Application offers the User Interface for
the service. LBS is either a pull or a push type of service (see Location Dependent Service). [3]

Source: 3GPP TS 23.271 V6.6.0 (2003-12), “Functional stage 2 description of Location Services (LCS) .

Location Dependent Service (LDS): service provided either by teleoperator or a 3™ party service provider
that is available (pull type) or is activated (push type) when the user arrives at a certain location. It requires
no advance subscription, but the push type activation must be confirmed by the user. The offered service
itself can be any kind of service. [3]

Source: 3GPP TS 23.271 V6.6.0 (2003-12), “Functional stage 2 description of Location Services (LCS) .
Presence Services

Presence Services provide the ability for the home network to manage presence information of a user’s
device, service or service media even while roaming. A user’s presence information may be obtained through
input from the user, information supplied by network entities or information supplied by elements external to
the home network. Consumers of presence information (i.e., “watchers”) may be internal or external to the
home network. [4]

Source: 3GPP TS 23.141 V6.2.0 (2003-03), “Presence Service — Architecture and Functional Description”.

The presence service results in presence information of a user and information on a user’s devices, services
and services components being managed by the network. This service capability enables the creation of
enhanced fixed and mobile multimedia services comparable to those currently present on the Internet.
Presence is an attribute related to, but quite different from mobility information, and is a service that can be
exploited to create additional services. The types of services that could be supported by the presence service
may include:

New communications services

- The presence service will enable new multimedia services to exploit this key enabler to support
other advanced multimedia services and communications. These new services may infer the
context, availability and willingness of a user to accept or participate in particular types of
communications by accessing the presence information for the user’s devices and services.
Examples of such new multimedia services that could potentially exploit the presence service
include “chat”, instant messaging, multimedia messaging, e-mail, handling of individual media in a
multimedia session etc.

Information services

- The presence service may also be exploited to enable the creation of services in which abstract
entities are providing the services to the mobile community. The presence service may be used to
support such abstract services as cinema ticket information, the score at a football match, motorway
traffic status, advanced push services etc. [5]

Resource: 3GPP TS 22.141 V6.4.0 (2003-09), “Presence Service (Stage 1)”.
Messaging Services

The material currently in TD12 (WP1/13) is not currently suitable?.
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Messaging Services incorporate one or more of the following messaging types: Immediate messaging,
Deferred delivery messaging and Session based messaging. With Immediate messaging the sender expects
immediate message delivery in what is perceived as real time compared with Deferred messaging where the
sender expects the network to deliver the message as soon as the recipient becomes available. With Session
based messaging a communications association is established between two or more users before
communication can take place. In the simplest form Session based messaging maybe a direct communication
between two users. Messaging services may be single- or multimedia-based, enabling a unified application
which integrates the composition, storage, access, and delivery of different kinds of media, e.g. text, voice,
image or video.

Immediate messaging: Typically, the sender is aware of the availability of the recipient(s) (possibly through
the use of the Presence service) before sending this type of message as, if the recipient is not available, the
message may be discarded or deferred. An immediate message may be deferred by the recipient's network
based on the message filtering settings defined by the recipient or by the recipient's service provider.

Session based messaging: The sender and recipient expect near real time message delivery. Typically,
recipients of the session based messaging that are not joined to a group or are not available will not receive
the messages. Typically, a sender may send a message to all participants in the messaging session without
addressing them individually.

Source: 3GPP TS 22.340 V6.1.0 (2003-09), “IP Multimedia System (IMS) Messaging (Stage 1)”.

Deferred delivery messaging: The sender expects message delivery as soon as the recipient becomes
available. Deferred delivery messaging must support storage of messages or message elements until
delivered to the recipient’s terminal, until they expire, or until they are deleted by the user.

Source: 3GPP TS 22.140 V6.4.0 (2004-01), “Multimedia Messaging Service (Stage 1) .

10.1 Push Services

Push service: a service capability used by a Push Initiator in order to transfer push data (e.g. data,
multimedia content) to the Push Recipient without a previous user action. The Push Service could be used as
a basic capability or as component of a value added service.

Push initiator: the entity that originates push data and submits it to the push function for delivery to a Push
recipient. A Push initiator may be, for example, an application providing value added services.

Push recipient: the entity that receives the push data from the Push function and processes or uses it. This
may include the UE with which the network communicates, the user agent with the application level address,
or the device, machine or person which uses the push data. A Push recipient is controlled by an individual
user.

Push Data: data sent by the push initiator to the push recipient, of a format known to the receiver (push
recipient).

Source: 3GPP TS 22.174 V6.2.0 (2003-03), “Push Service-Service aspects (Stage 1)”
Editor’s Note: Is the following text necessary???

Push Services introduce a means to transmit push data from a push initiator to a push recipient (e.g. a UE) without a
previous user action. The push concept, as provided by the SMS teleservice, has been very successful, both for text
messaging (for user viewing) and for other data. The Push Service should therefore be understood as a building block
(network capability), which can be used for new services, both public and private.

In the normal client/server model, a client requests a service or information from a server, which then responds in
transmitting information to the client. This is known as the "pull" technology; the user pulls information from the
content provider. The World Wide Web is a typical example of pull technology, where a user enters a URL (the
request) that is sent to a server and the server answers by sending a Web page (the response) to the user. In contrast to
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this there is also the "push" technology where there is no explicit request from the user before the content provider
(push initiator) initiates an information transfer to a user. Whereas "pull" transactions of information are always
initiated from the user, "push" transactions are content provider initiated. Push services may be used to implement high
level services such as IP multimedia services, MMS, etc., and new services including public safety, government,
corporate IT, transfer of push data to machines and devices, in addition to infotainment type services.

Source: 3GPP TS 22.174 V6.2.0 (2003-03), “Push Service-Service aspects (Stage 1)”

To offer a push service to a user through a delivery network, there are two approaches depending on type of contents to
be delivered. One content type can be delivered directly to the user with single message and does not require a
dedicated IP connection. Another content type requires a sequence of messages (e.g. a movie clip that streams for some
period) and requires a dedicated IP connection for communication between the application server and the user.

Source:3GPP TS 23.875 V5.1.0 (2002-03), “Support of Push Service”
Speech-Enabled services

Speech-enabled Service: (or Automated Voice Service) is a voice application that provides a voice interface
driven by a voice dialog manager to drive the conversation with the user in order to complete a transaction
and possibly execute requested actions. It relies on speech recognition engines to map user voice input into
textual or semantic inputs to the dialog manager and mechanisms to generate voice or recorded audio
prompts (text-to-speech synthesis, audio playback). It may also rely on additional speech processing (e.g.
speaker verification). Telephony-based automated voice services also typically provide call processing and
DTMF recognition capabilities. Examples of traditional automated voice services are traditional IVR
(Interactive Voice Response Systems) and VoiceXML Browsers. Examples of Automated Voice Services
include:

- Communication assistance (Name dialling, Service Portal, Directory assistance)

- Information retrieval (e.g., obtaining stock-quotes, checking local weather reports, flight schedules,
movie/concert show times and locations)

- M-Commerce and other transactions (e.g., buying movie/concert tickets, stock trades, banking
transactions)

- Personal Information Manager (PIM) functions (e.g., making/checking appointments, managing
contacts list, address book, etc.)

- Messaging (IM, unified messaging, etc...)

- Information capture (e.g. dictation of short memos)
Editors Note: Is the following text necessary????

Automatic Speech Recognition (ASR) platforms tend to perform the following sequence of operations: echo
cancellation, feature extraction and interpretation. The echo cancellation process is used to permit a person to send
commands to the ASR platform while the ASR platform is still playing voice announcements. (Without echo
cancellation, the ASR platform cannot distinguish between its own “voice” and the voice of the user!) The feature
extraction process extracts phonemes from the input speech signal and transforms them into words using acoustic
models. The speech recognition engine then performs a search of the uttered words in the grammar created by GSL
(Grammar Specific Language). The interpretation process is used to extract the semantic interpretation from the word
sequence. [10]

Source: 3GPP TS 23.877 V1.0.0 (2003-12), “Architectural Aspects of Speech Enabled Services”.

Speech-enabled services may utilize speech alone for input and output interaction, or may also utilise multiple input and
output modalities leading to the multimodal services. As the name implies, speech-only services utilise only the speech
modality for both user input and output. These services are especially suited to the smaller size wireless devices in the
market today. Multi-modal interfaces combine the use of multiple interaction modes, such as voice, keypad and display
to improve the user interface to services. These services exploit the fact that different interaction modes are good at
different things - for example, talking is easier than typing, but reading is faster than listening. [11]

Source: 3GPP TS 22.977 V6.0.0 (2002-09), “Feasibility Study for Speech Enabled Services”.



1.2 — Terms, definitions and high level terminological framework for NGN 69

11 Functional aspects
The following definitions from Y.FRA apply:

Functional Entity [20]: An entity that comprises a specific set of functions at a given location. Functional
entities are logical concepts, grouping of functional entities are used to describe practical physical
realizations. [223]

Functional architecture [20]: A set of functional entities which are used to describe the structure of a NGN.
These functional entities are separated by reference points and thus they define the distribution of functions.
These functional entities can be used to describe a set of reference configurations. These reference
configurations identify which of the reference points are visible at boundaries of equipment implementations
and between administrative domains.

Reference point [20]: A conceptual point at the conjunction of two non-overlapping functional entities that
can be used to identify the type of information passing between these functional entities. A reference point
may or may not correspond to one or more physical interfaces between pieces of equipment.

Gateway [21]: A unit that interconnects different networks and performs the necessary translation between
the protocols used in these networks.

Interface: A shared boundary between networks and between SP and network. An interface supports various
characteristics pertaining to the functions, physical interconnections, signal exchanges and other
characteristics as appropriate. [206]

12 Evolution to NGN, PSTN/ISDN simulation, emulation, and other related terms

Evolution to NGN [21]: A process in which parts of the existing networks are replaced or upgraded to the
corresponding NGN components providing similar or better functionality, while maintaining the services
provided by the original network. In addition, evolution to NGN will provide extra capabilities to the
existing networks. [217]

PSTN/ISDN Emulation [23]: Provides PSTN/ISDN service capabilities and interfaces using adaptation to
an IP infrastructure.

Note: Not all service capabilities and interfaces have to be present to provide an emulation. [219]

PSTN/ISDN Simulation [23]: Provides PSTN/ISDN-like service capabilities using session control over IP
interfaces and infrastructure.

Note: This definition allows for the possibility of simulation providing a complete mapping of the PSTN / ISDN service
set (complete simulation). [219]

Media Server [22]: A network element providing the Media Resource Processing Function for
telecommunication services in NGN. [218]

Remote User Access Module (RUAM) [22]: A unit that physically terminates subscriber lines and converts
the analogue signals into a digital format. The RUAM is physically remote from the Local Exchange.

User Access Module (UAM) [22]: A unit that physically terminates subscriber lines and converts the
analogue signals into a digital format. The UAM is collocated with a Local Exchange (LE), and is connected
to the Local Exchange.

Interworking: This term is used to express interactions between networks, between end systems, or between
parts thereof, with the aim of providing a functional entity capable of supporting an end-to-end
communication. The interactions required to provide a functional entity rely on functions and on the means
to select these functions. [OD-00204 and 219]
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Interoperability : The ability of two or more systems or applications to exchange information and to
mutually use the information that has been exchanged. [OD-00204]

Gateway: A unit that interconnects different networks and performs the necessary translation between the
protocols used in these networks. [217]

Access Gateway (AG): A unit that provides subscribers with various service access (e.g. PSTN, ISDN,
V5.x, xDSL, LAN etc.) and connects them to the packet node (IP or ATM) of an NGN. [217]

Signalling Gateway (SG) [22]: A unit that provides signalling conversion between the NGN and the other
networks (e.g. STP in SS7). [217]

Transit Gateway (TG) [21]: A unit that provides an interface between the packet nodes of the NGN and the
circuit switched node of the PSTN for bearer traffic. The TG provides any needed conversion to the bearer
traffic. [217]

Call Server: The core element of a CS-based PSTN/ISDN emulation component, which is responsible for
call control, gateway control (Access GW, Media GW, and Packet GW), media resource control, routing,
user profile and subscriber authentication, authorization and accounting. [217]

Node: A network element (e.g. switch, router, exchange) providing switching and/or routing
capabilities. [217]

Accounting: See Recommendation X.462 [4]. For convenience the definition is repeated here: “The action
of collecting information on the operations performed within a system and the effects thereof.” [217]

Billing: See Recommendation Q.825 [5]. For convenience the definition is repeated here: “Administrative
function to prepare bills to service customers, to prompt payments, to obtain revenues and to take care of
customer reclaims.” [217]

Charging: See Recommendation Q.825 [5]. For convenience the definition is repeated here: “The set of
functions needed to determine the price assigned to the service utilization.” [217]

13 Quality of Service

Absolute QoS [17]: This term refers to a traffic delivery service with numerical bounds on some or all of the
QoS parameters. These bounds may be physical limits, or enforced limits such as those encountered through
mechanisms like rate policing. The bounds may result from designating a class of network performance
objectives for packet transfer.

QoS Class (?): Identifies the category of the information that is received and transmitted in the U-plane.

Relative QoS [17]: This term refers to a traffic delivery service without absolute bounds on the achieved
bandwidth, packet delay or packet loss rates. It describes the circumstances where certain classes of traffic
are handled differently from other classes of traffic, and the classes achieve different levels of QoS.

Unidirectional QoS Path (?): A unidirectional QoS Path is a path along which the user data packets flow in
the same direction.

Aggregate Loss Ratio: The loss aggregated along a path across multiple provider’s networks.
Apportionment [19]: Method of portioning a performance impairment objective among segments.
Allocation [19]: Formulaic division or assignment of a performance impairment objective among segments.

Importance [27]: Importance is the survivability of a given packet compared to all other packets when the
network has insufficient resources to service all the traffic. The importance of a given packet is independent
of the delay requirements (urgency) of that packet. [209]
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Measurement point: A point in the network containing functionality that may initiate or respond to
measurements with other measurement points. (located at peering points, demarcation points, PEs, CEs and
Landmark customer premise equipment).

Media Flow: A unidirectional or bidirectional media stream of a particular type, which is specified by two
endpoint identifiers, bandwidth and class of service. OD-00203

Media: One or more of audio, video or data. [223]

Media stream: A media stream can be of type audio, video or data or a combination of any of them. Media
stream data conveys user or application data (payload) but no control data H.235 (03), 3.12. [223]

Stream: A flow of real-time information of a specific media type (e.g. audio) and format (e.g. G.722) from a
single source to one or more destinations. T.137 (00), 3.22 [223]

Gate: Packet filter for a media flow OD-00203
Gate Control: Enable or disenable packet filter for a media flow OD-00203

Flow [IP flow]: A sequence of packets sent from a particular source to a particular destination to which the
common routing is applied. If using IPv4, a flow is identified by IPv4 5-tuple including source/destination IP
addresses, protocol ID, source/destination port numbers. If using IPv6, a flow is identified by IPv6 3-tuple
including source/destination IP addresses, flow label. OD-00204.

Path Unavailability: The period of time from when losses exceed a threshold until they drop below another
threshold, a measure of bursty loss.

Period Path Unavailability: The total period of unavailability during a customer reporting period (typically
one month).

Urgency [27]: Urgency is how fast a packet must get processed in the up-state to meet the requested QoS
requirements. The urgency of a packet is conveyed in terms of the performance (delay) it requires and a
packet’s urgency is independent of the survivability (importance) of that packet. [209]

14 Identification and Location (including Numbering, Naming, Addressing, Routing, etc)

Address: An identifier used for routing a communication to an entity [209 modified]

Note: The following definition from SG2 is considered to be too restrictive with respect to what is being identified.
Address: A string or combination of digits and symbols which identifies the specific network termination points of a
connection and is used for routing. [Sup. 3 to E.164 (04), 3.1.1; Sup. 4 to E.164 (04), 3.1.1; E.191 (00), 3.1.]

Name: An identifier (that may be resolved to an address) that uniquely identifies an entity within a particular
identification domain. [210]

Identifier: A string of digits and/or symbols.
Note: An identifier may two forms, an abstract syntax for human readability, and real syntax for protocol encoding
and/or machine readability purposes.

User* Identifier [NGN Rellreq]: A type of password, identity, image, or pseudonym associated with a user,
assigned by and exchanged between operators and service providers to identify a user, to authenticate her/his
identity and/or authorize the use of service. Examples are biometric identifiers such as a user eye image, a
finger print, a SIP URI, etc. [230)

*user was added, as result of e-mail discussion

Identity: The attributes by which an entity or person is described, recognized or known. [230]
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Identity Provider: A service provider that creates, maintains, and manages identity information for
subscribers/users, and can provide an authentication assertion to other Service Providers within a circle of
trust. [230]

NGN* User Identity Module: An entity that can be used to store, transport, process, dispose of, or
otherwise handle user identity information. [230]

[Is the word “NGN” appropriate here? Too restrictive?]

Single Sign ON: The ability to use an authentication assertion from one network operator/service provider to
another operator/provider for a user either accessing a service or roaming into a visited network. [230]

User Attribute: A characteristic that describes the user (e.g., user identity’s life time, user status as being
“available”, “don’t disturb”, etc.). [230]
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1-3 — General aspects of quality of service and network performance in the NGN

1 Scope
This Draft has been developed to:

- provide descriptions of NGN Quality of Service, Network Performance and Quality of Experience;

- illustrate how the Quality of Service, the Network Performance, and Quality of Experience concepts
are applied in NGN environment;

- describe performance aspects of the Next Generation Network (NGN) including performance of
service and transport stratum;

- provide a basis for common understanding of performance concepts useful to users and to the
industries that compose the NGN (e.g., Fixed & mobile telecommunications, broadcasting, etc.);

- define the application QoS classes of the NGN.

2 References

The following ITU-T Recommendations contain provisions which, through reference in this text, constitute
provisions of this Draft. At the time of publication, the editions indicated were valid. All Recommendations
are subject to revision; all users of this Draft are therefore encouraged to investigate the possibility of
applying the most recent edition of the Recommendations listed below. A list of the currently valid ITU-T
Recommendations is regularly published.

- Rec. E.800 Terms and definitions related to quality of service and network performance including
dependability

- Rec. G.1000 Communications quality of service: A framework and definitions
- Rec. G.1010 End-user multimedia QoS categories

- Rec. 1.350 General aspects of quality of service and network performance in digital networks,
including ISDNs

- Rec. 1.356  B-ISDN ATM layer cell transfer performance
- Rec. X.800 Security Architecture for Open Systems Interconnection for CCITT applications
- Rec. X.805 Security Architecture for systems providing end-to-end communications

- Rec.Y.1540 Internet protocol data communication service - [P packet transfer and availability
performance parameters

- Rec.Y.1541 Network performance objectives for [P-based services
- Rec. Y.1560 Parameters for TCP connection performance in the presence of middleboxes
- Rec. Y.1561 Performance and Availability Parameters for MPLS Networks

- Rec. Y.2011 General principles and general reference model for NGNs
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3 Abbreviations

This Draft uses the following abbreviations:
AN Access Network

ATM Asynchronous Transfer Mode

B-ISDN Broadband Integrated Services Digital Network

CN Core Network

CPN Customer Premise Network

FTP File Transfer Protocol

HTTP Hyper Text Transfer Protocol

P Internet Protocol

ISDN Integrated Services Digital Network

MP Measurement Point

MPLS Multi-Protocol Label Switching

NGN Next Generation Network

NP Network Performance

PDH Plesiochronous Digital Hierarchy

QoE Quality of Experience

QoS Quality of Service

RTP Real-time Transport Protocol

SDH Synchronous Digital Hierarchy

Sp Service Platform

TCP Transmission Control Protocol

TE Terminal Equipment

UDP User Datagram Protocol

4 Description of Quality of Service (QoS), Network Performance (NP) and Quality of
Experience (QoE)

QoS is defined in Recommendation E.800 as follows: “Collective effect of service performance which
determine the degree of satisfaction of a user of the service”.

The definition of QoS in Recommendation E.800 is a wide one encompassing many areas of work, including
subjective user satisfaction. However, within this Draft the aspects of QoS that are covered are restricted to
the identification of parameters that can be directly observed and measured at the point at which the service
is accessed by the user.

Recommendation 1.350 defines Network Performance as the “NP is measured in terms of parameters which
are meaningful to the network provider and are used for the purpose of system design, configuration,
operation and maintenance. NP is defined independently of terminal performance and user actions”.
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QokE is defined as the overall acceptability of an application or service, as perceived subjectively by the end-
user. Quality of Experience includes the complete end-to-end system effects (client, terminal, network,
services infrastructure, etc). Overall acceptability may be influenced by user expectations and context.

Figure 1 illustrates how the concepts of QoS, NP and QoE are applied in the NGN environment.

Man-Machine  Network Network Man-Machine
Interface Interface Interface Interface

v [ p“-- - v

Network Performance for NGN

QoE >< ><
Quality of Service for NGN QoE
- CN : Core Network - SP : Service Platform
- AN : Access Netw-ork - CPN : Customer Premise Network

Note 1: The definitions of each network are based on existing telecommunication terminologies. In order to include the functions for
radio communication and broadcasting, those definitions may be changed. This is FFS.
Note 2: User-to-user communication is the basic consideration in this figure. In order to cover the broader view of NGN, the

connectivity of NGN should facilitate:

. user-to-user connectivity (MMI-to-MMI);
. user-to-services platform connectivity (MMI-to-MNI);
. services platform-to-services platform connectivity (MNI-to-MNI)

Figure 1/Draft TR-NGN.QoS — General reference configuration for NGN QoS, NP and QoE

5 Distinction among QoS, NP and QoE

QoS provides a valuable framework for network provider, but it is not necessarily usable in specifying
performance requirements for particular network technologies (i.e. ATM, IP, MPLS, etc.). Similarly, NP
ultimately determines the (user observed) QoS, but it does not necessarily describe that quality in a way that
is meaningful to users.

QokE is subjective in nature, i.e. depend upon user actions and subjective opinions.

The definition of QoS, NP and QoE should make mapping clear in cases where there is not a simple one-to-
one relationship among them.

Table 1 shows some of the characteristics which distinguish QoS, NP and QoE.
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Table 1/Draft TR-NGN.QoS — Distinction between quality of experience, quality of service and network

performance

Quality of Experience

Quality of Service

Network Performance

User oriented

Provider oriented

User behaviour attribute

Service attribute

Connection/Flow element
attribute

Focus on user-expected
effects

Focus on user-observable
effects

Focus on planning,
development (design),
operations and maintenance

User subject

Between (at) service access
points

End-to-end or network
elements capabilities

6 Measurability of QoS, NP and QoE parameters values

Due to separating QoS, NP and QoE, a number of general points should be noted when considering the
development of parameters;

- the definition of QoS parameters should be clearly based on events and states observable at service
access points and independent of the network processes and events which support the service;

- the definition of NP parameters should be clearly based on events and states observable at network
element boundaries, e.g. protocol specific interface;

- the definition of QoE parameters! is out of scope of this Draft.

7 Layered Model of QoS and NP for NGN
Figure 2 illustrates the layered nature of QoS and NP of NGN.

Recommendation Y.2011 describes the layered model of NGN as follows:

NGN service stratum: That part of the NGN which provides the user functions that transfer service-related
data and the functions that control and manage service resources and network services to enable user services
and applications. User services may be implemented by a recursion of multiple service layers within the
service stratum. The NGN service stratum is concerned with the application and its services to be operated
between peer entities. For example, services may be related to voice, data or video applications, arranged
separately or in some combination in the case of multimedia applications. From an architectural perspective,
each layer in the service stratum is considered to have its own user, control and management planes.

NGN transport stratum: That part of the NGN which provides the user functions that transfer data and the
functions that control and manage transport resources to carry such data between terminating entities. The
data so carried may itself be user, control and/or management information. Dynamic or static associations
may be established to control and/or manage the information transfer between such entities. An NGN
transport stratum is implemented by a recursion of multiple layer networks as described in
Recommendations G.805 and G.809. From an architectural perspective, each layer in the transport stratum is
considered to have its own user, control and management planes.

- The transport stratum that provide connection-oriented or connectionless transport supporting the
service stratum. This stratum may involve different types of technologies, for example, IP, ATM,
Frame Relay, SDH, PDH, ISDN, and leased lines. There may be several layers of protocols and
services below the IP layer that is dominant protocol in NGN.

I ITU-T SG12 had specified MOS (Mean Opinion Score) parameter and R-rating approach for voice applications.

Q.11/SG12 intends to produce non-voice E-model value for data and multimedia applications.
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- The service stratum, supported by the transport stratum, that may include, for example, TCP, UDP,
FTP, RTP, and HTTP. The service stratum will modify and may enhance the end-to-end
performance provided at the transport stratum.

......... QoS for NGN
I NP for NGN (Y.HYBperf.)
Service Service
Transport Transport Transport

‘ [.356 for ATM connection
Y.1541 for IP flow
Y.1561 for MPLS LSP

Figure 2/Draft TR-NGN-QoS — Layered model of QoS and NP for NGN

In the case of service stratum, the interface between the user and the service provider may be a man-machine
interface. In the case of transport stratum, this interface corresponds to the network interface card of Service
Platform (SP). As a result, some of parameters for describing the QoS of the service stratum will be different
from those that describe the QoS of a transport stratum.

The parameters and objectives for the performance of service stratum are specified in other
Recommendations, i.e. G.1000 and G.1010. For the transport stratum, Draft TR-NGN.NHNperf. specifies
the performance of non-homogeneous networks environment.

8 Application QoS classes

ITU-T has developed well-defined Network QoS classes based on the specific technology and network,
which are ITU-T Recommendation Y.1541 for IP performance, 1.356 for ATM performance, etc. The
coverage of those Recommendations focuses on UNI-to-UNI (Y.1541) and S/T reference points (1.356). It is
important to note that, specifications for CPN (Customer Premise Network), user’s terminal and user-to-user
connection are beyond the scope of these Recommendations.

In ITU-T Recommendation Y.2011, NGN service should be supported by user-to-user connectivity and CPE
is encompassing into the portion of interest for this purpose.

From this sense, the scope of the end-to-end NGN QoS should encompass CPN and Service Platform and
describes in the figure 1 of this Draft.

NGN has to support different types of access networks. The harmonization of these specifications is needed
to be able to manage end-to-end QoS in a non-homogeneous network. But different network and various
Network QoS classes make a complex to the mapping when those networks are interconnected.

Application QoS provides guidance on the key factors that user-to-user connectivity from the perspective of
the end-user. By considering the performance requirement of applications involving the media of voice,
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video, image and text, and the parameters that govern end-user satisfaction for these applications,
Application QoS is determined.

Application QoS classes will be categorized by a user’s QoS requirement range and may insist of
performance parameters (as in the Network QoS Classes of ITU-T Rec. Y.1540 for IP service offers).

8.1 Classification of Application QoS

A typical user is not concerned with how a particular application is supported. However, the user is
interested in comparing the same service offered by different quality in terms of various ranges. This implies
that Application QoS should be classified as follows;

1) Based on end-to-end user expectation of impairments and is therefore not dependent on any specific
technology (network as well as application) for its validity. But the classification should be easily
applied to the Network QoS classes for the purpose of implementation and operation.

2) Provides an indication of the upper and lower boundaries for applications to be perceived as
essentially acceptable to the user.

3) Shows how the performance parameters (delay, delay variation, loss, etc.) and their objectives can
be grouped appropriately, with implying that one class may "better" than another.

8.2 Relationship between Application QoS classes and Network QoS classes

Application QoS classes are used as the basis for deriving Network QoS classes and associated QoS control
mechanisms/signalling for the underlying transport networks

The following points should be regarded to negotiation and control of NGN QoS.

1) Application needs can certainly be specified in terms of QoE/user expectations or other appropriate
measures. However, provision must also be made for the request of basic (homogeneous or
heterogeneous) network transport supported by a specific QoS class, with a specific traffic
descriptor.

2) Network QoS classes are specified in terms of those network performance parameters that the
network is able to substantially influence in the course of performing specific network functions
(e.g., access, information transfer, or disengagement).

3) ITU-T has used the approach of specifying Network QoS classes. For ATM in Recommendation
1.356, for Frame Relay in Recommendation X.146, for UMTS in 3GPP TS29.207 and for IP in
Recommendation Y.1541.

4) In order for the above considerations to mesh in a successful delivery of Quality to the end-user —
across NGN - there should be classes of application QoS that are mapped into specific Network
QoS classes.

The below table shows some of the characteristics, which distinguish Application QoS classes and Network
QoS classes.
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Table 2/Draft TR-NGN.QoS — Distinction between Application QoS classes and Network QoS classes

Application QoS classes Network QoS classes
Service acceptability Network capability
Network technology independent Network technology dependent
NGN service stratum NGN transport stratum

Requested/selected by user: the end-to-end service | Supported by service/network provider: the end-to-end network

User-required performance Network-supporting performance

8.3 Framework for end-to-end QoS control

Framework for end-to-end QoS service control and network QoS control describes a frame for QoS control
at different levels; call control, QoS control, network control and traffic management. More detailed
technologies like related protocols, procedures and functions are specified in different documents (TR-
RACS, TR-e2eqos, etc.)

8.3.1 Call control

End-to-end QoS service control is negotiated/communicated end-to-end at the call control level. For this
purpose, a set of Application QoS classes, and signalling requirements and flows are able to be defined. The
idea is that call control protocols are enhanced with a generic end-to-end QoS service control mechanism to
negotiate these Application QoS classes and associated parameters (for example, maximum delay, maximum
delay variation, maximum information loss, etc.) in the service stratum of NGN strata model. Such a generic
end-to-end QoS service control mechanism should be defined independent of the underlying technology
(ATM or IP) and operate across network domains and including terminal characteristics to
negotiate/communicate the requested application quality that will be perceived by the end-users (i.e. “mouth-
to-ear”). These Application QoS classes need to be mapped to specific network (IP, ATM, and FR) QoS
classes, and these mappings be made available to the appropriate QoS control elements.

8.3.2 QoS control

QoS service control is also negotiated/communicated at the vertical control level. The idea is that vertical
control protocols are enhanced to negotiate/communicate the QoS parameters (for example, maximum delay,
maximum delay variation, maximum information loss, etc.) in the transport stratum of NGN strata model.
These QoS parameters should be defined independent of the underlying technology (ATM or IP) of the
transport stratum. Vertical visibility is the point of the mappings of Application QoS classes into Network
QoS classes. There must be visibility of these network QoS classes all the way up to the service stratum.

8.3.3 Network control

Network QoS is negotiated/communicated at the network control level. The idea is that network control
protocols are enhanced with a mechanism to negotiate the network QoS by using corresponding network
technologies (Y.1541 IP QoS classes and Y.1221 IP transfer capabilities for IP based network, .356 ATM
QoS classes and 1.371 ATM transfer capabilities for ATM based network).

8.3.4 Traffic management

Network QoS is negotiated/communicated at the network level, i.e. as part of the protocols associated with
the traffic transfer in the network stratum. The idea is that network QoS technologies (network QoS classes
and network transfer capabilities) are used to differentiate between different types of traffic. In IP-based
network stratum, IP QoS classes and IP Transfer Capabilities may be used to enhance existing IP
mechanisms like DiffServ, IntServ/RSVP and MPLS/LDP.
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Traffic management SP

Data Plane

Figure 3/Draft TR-NGN-QoS — Overall configuration for end-to-end QoS control on NGN

Note : This figure shows the relationships and roles of the four components of QoS control. More details (i.e. reference
points, interfaces, implemenationioal configuration, etc.) will be introduced in other documents.

8.4 Application QoS

The end-to-end communication procedure on NGN is separated into two parts; control procedure and user
data transfer procedure. In order to specify Application QoS, those two aspects should be considered.

8.4.1 Control performance

Control performance covers performance aspects of two functions as follows;
. call set-up

. call disengagement

The call set-up function begins upon issuance of a set-up request signal or its implied equivalent at the
interface of interest among three connectivity (MMI-MMI, MMI-MNI and MNI-MNI). It ends when either:

1) aready for data or equivalent signal is issued to the calling participant; or

2) at least one bit of user information is input to the interface of interest (after call set-up).

It includes all activities traditionally associated with physical circuit establishment (e.g. dialling, switching,
and ringing), control activities during call set-up completion (QoS control and Network control in
figure 3/Draft TR-NGN.QoS) as well as any activities performed at higher protocol layers (ATM signalling,
MPLS LSP signalling, etc.).

The call disengagement function is associated with each participant (among three connectivity; MMI-MMI,
MMI-MNI and MNI-MNI) in a communication session: each disengagement function begins on issuance of
a disengagement request signal. The disengagement function ends, for each participant, when the
service/network resources dedicated to that each participation in the communication session have been
released. Disengagement includes both physical circuit disconnection (when required) and higher-level
protocol termination activities.

8.4.2 User data transfer performance

The user information transfer begins on completion of the call set-up function, and ends when the
“disengagement request” terminating a communication session is issued. It includes all formatting,
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transmission, storage, error control and media conversion operations performed on the user information
during this period, including necessary retransmission within data plane.

It includes all performance aspects of NGN components; the performance of Service Platform, Customer
Premise Network, Access Network and Core Network.

The parameters and objectives for the performance of user data transfer are specified in other
Recommendations, i.e. G.1000 and G.1010.

9 Performance Parameters

The 3x3 performance matrix may be extended to address QoS and NP of the NGN. The performance
criterion: speed, accuracy, and dependability might be supplemented with criteria such as ease-of-use. The
communications functions: access, user information transfer, and disengagement might be supplemented
with information storage, information translation, and brokerage functions.

Editor’s Note: Figurel/G.1000 shows the extended matrix between criteria and function to facilitate
identification of communications QoS criteria.

Draft NGN-MAN introduces Manageable Network concept.

Addition of billing for functions as well as reliability and security for criteria on the matrix may be
considered, but those functions should be quantifiable.



1.3 — General aspects of Quality of Service and network performance in the NGN 85

Appendix I

The impact of QoE to clarify NGN QoS

I.1 User acceptability for NGN service

A service acceptability that is experienced by a user depends on the expected value from the service. When
this user is using the service to take a high value and perceives the high QoS, this service can be classified as
the acceptable level.

Case 1. E-mail service

Recommendation G.1010 introduces a well-defined QoS requirement for the specific service itself as
follows;

“E-mail is generally thought to be a store and forward service which, in principle, can tolerate delays
of several minutes or even hours”

For the user who is trying to let someone know how he is, delays of hours may be acceptable. But, when this
user should be required urgent information for the business purpose, the acceptable delay will be less than
several seconds.

Case 2. Voice service

An acceptable target value for conversational voice prefers delays of less 150 ms in Table 1.1/G.1010. Also
Table 2/Y.1541 gives some guidance for the applicability and engineering of IP-based network QoS classes,
and voice service (VoIP) is aligned for QoS class 0 and 1. These two classes specify delays of 100 ms and
400 ms respectively.

Voice has been traditionally considered one of the high quality-required services. But, when the user
communicates a very long distance international call by Internet telephony for free, delay of 150 ms is not
expected and delays of 1 second may be acceptable.

1.2 Network/service provider’s viewpoint for user acceptability

QoS target value is supported by a provider should depend on the user acceptability. When the user requests
the service to give a high value and expects the high QoS value, this service should be supported by the
acceptable level.

For the purpose to meet user acceptability, a provider should transfer e-mail in several seconds when there is
a requirement for the fast and reliable service of e-mail from a user.

The user who doesn’t pay for voice service like Internet telephony, the provider doesn’t need to support a
high quality for that voice service. It may be dealt with the lowest quality service from provider’s viewpoint.
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1.4 — Network performance of non-homogeneous networks in NGN*
Summary

This draft identifies the relationship of performance aspects of the transport stratum on NGN, and specifies
the mapping among [P, ATM, Frame Relay and UMTS networks’ QoS classes. This mapping is intended to
be the basis for engineering of networks and for agreements among network providers, and between end
users and their network providers, in the NGN environment.
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1.4 — Network performance of non-homogeneous networks in NGN

1 Scope
This Draft has been developed to:

- describe performance aspects of the transport stratum in the Next Generation Network (NGN)

- identify general performance principles and frameworks that can be applied to the development of
specific performance descriptions (e.g., methods and methodologies for performance specification,
allocation, and validation);

- define the relationship among individual networks’ performance which may be observed at physical
interfaces between a specific network and associated service platform, and at physical interfaces
between networks.

- specify the mapping among IP, ATM, Frame Relay and UMTS QoS classes, where multiple
networks co-operate to realise the end-to-end connectivity desired, but the underlying network
technologies differ.

2 References

The following ITU-T Recommendations contain provisions which, through reference in this text, constitute
provisions of this Draft. At the time of publication, the editions indicated were valid. All Recommendations
are subject to revision; all users of this Draft are therefore encouraged to investigate the possibility of
applying the most recent edition of the Recommendations listed below. A list of the currently valid ITU-T
Recommendations is regularly published.

- Rec. E.800 Terms and definitions related to quality of service and network performance including
dependability

- Rec. 1.350 General aspects of quality of service and network performance in digital networks,
including ISDNs

- Rec. 1.356 B-ISDN ATM layer cell transfer performance

- Rec. 1.610 B-ISDN operation and maintenance principles and functions

- Rec. 0.181 Equipment to assess error performance on STM-N interfaces

- Rec. 0.191 Equipment to measure the cell transfer performance of ATM connections
- Rec. 0.211 Test and measurement equipment to perform tests at the IP layer

- Rec. X.200 Information technology - Open Systems Interconnection - Basic Reference Model: The
basic model

- Rec.Y.1540 Internet protocol data communication service - IP packet transfer and availability
performance parameters

- Rec.Y.1541 Network performance objectives for IP-based services

- Rec. Y.1560 Parameters for TCP connection performance in the presence of middleboxes
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Rec. Y.1561 Performance and Availability Parameters for MPLS Networks

Rec. Y.1711 Operation & Maintenance mechanism for MPLS networks

Rec. Y.1730 Requirements for OAM functions in Ethernet-based networks and Ethernet services
Rec. Y.2011 General principles and general reference Model for NGNs

Draft TR-NGN.QoS General Aspects of QoS/NP on NGN

IETF RFC 2011 SNMPv2 Management Information Base for the Internet Protocol using SMIv2

Abbreviations

This Draft uses the following abbreviations:

ATM
B-ISDN
BRM
CER
CMR
CLP
CLR
E-LSP
FDJ
FEC
FID
FLR
IETF
1P
IPDV
IPER
IPLR
IPTD
L-LSP
MIB
MP
MPE
MPN
MPLS

Asynchronous Transfer Mode
Broadband Integrated Services Digital Network
Basic Reference Model

Cell Error Ratio

Cell Misinsertion Rate

Cell Loss Priority

Cell Loss Ratio
EXP-inferred-PSC LSP

Frame Delay Jitter

Forwarding Equivalence Class
Frame Identification

Frame Loss Ratio

Internet Engineering Task Force
Internet Protocol

IP Packet Delay Variation

IP Packet Error Ratio

IP Packet Loss Ratio

IP Packet Transfer Delay
Label-only-inferred-PSC LSP
Management Information Base
Measurement Point
Measurement Point E
Measurement Point N

Multi-Protocol Label Switching
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NG Network Group

NGN Next Generation Network

NP Network Performance

OAM Operation, Administration and Maintenance
OSI Open System Interconnection
PDU Protocol Data Unit

PHB Per-Hop-Behaviour

PSC PHB Scheduling Class

QoS Quality of Service

SDH Synchronous Digital Hierarchy
SDU Service Data Unit

SECBR Severely Errored Cell Block Ratio

SMI Structure of Management Information

SNMP Simple Network Management Protocol

Sp Service Platform

SPR Spurious Packet Rate

TCP Transmission Control Protocol

TE Terminal Equipment

UDP User Datagram Protocol

UMTS Universal Mobile Telecommunication System
3GPP Third Generation Partnership Project

4 NGN Transport Network components

NGN Transport Network: In this Draft, the NGN transport network interconnects service platforms. It
consists of various networks to support the transport stratum functions of NGN layered model and has user
data transport functions, control functions and management functions.

Service Platform (SP): Equipment which allows users to gain access and systems to communicate through
the NGN such as the terminal device (i.e., TEs : PC, Telephone, Mobile Phone, etc.) and the server (i.e.,
Application Server, Media Server, etc.) employed by the service application.

Network: A horizontal segment within the transport stratum that has its own specific transport protocols, for
communication between two or more defined points. Networks are generally interconnected as described in
Figure 1 and can be operated by different providers respectively.

Interface: A shared boundary between networks and between SP and network. An interface supports various
characteristics pertaining to the functions, physical interconnections, signal exchanges and other
characteristics as appropriate.
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: Network
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Figure 1/TR-NGN.NHNperf. — NGN Transport Network Components

5 Measurement points and measurable sections

The end points of interest for the end-to-end network performance of NGN transport network segment will
be located between the SPs. For the purpose of practical measurement, the physical interface which is
connected to transport function of the SP may be used as the measurement point (MP) for network
performance. The ideal measurement point is an issue for further study.

Measurement point (MP): The boundary between a SP and a network or between networks at which
performance reference events can be observed and measured. A network or a set of networks is measurable if
it is bounded by a set of measurement points.

There are two types of MPs. MPEs are measurement points near network interface and thus are at terminal
equipment. MPNs are measurement points established at the network node before and after the link cross the
network.

Measurement point E (MPE): A measurement point E is located at an interface that separates a SP from an
attached network component.

Measurement point N (MPN): A measurement point N is located at an interface between networks. The
exact location of the MPN depends on the network type and is specified, for each network type, in the
associated Recommendation (for example, 1.356 for ATM, 1.353 for ISDN, Y.1540 for IP, Y.1561 for

MPLS, etc.)

MPE MPN MPN MPE

Figure 2/TR-NGN.NHNperf. — Measurement Point E and N

In this Draft, the following sections are measurable.
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Basic network portion: A network which is delimited by two MPs.

The performance of any network is measurable relative to any given unidirectional transfer of a protocol data
unit (PDU). A PDU is corresponding to a specific protocol format, i.e., the cell for ATM, the packet for IP,
the frame for Frame Relay or Ethernet, etc.

The ingress MP is the MP crossed by PDUs as they enter that basic network portion. The egress MP is the
MP crossed by PDUs as they leave that basic network portion.

End-to-end NGN transport network: The set of networks that provides the transport of PDUs transmitted
between SPs. The MPs that bound the end-to-end NGN transport network are the MPs at the SPs.

The end-to-end NGN transport network performance is measurable relative to any given unidirectional
transfer of PDUs.

Network group (NG): An NG refers to any concatenation of networks.

The performance of any given NG is measurable relative to any given unidirectional transfer of PDUs. The
ingress MP is the MP crossed by PDUs as they enter that NG. The egress MP is the MP crossed by PDUs as
they leave that NG.

SP SP

<— Network Group —>=
h Network Group %

@ The end-to-end NGN transport network —>=

Figure 3/TR-NGN.NHNperf. — Relationships among measurable sections

6 Vertical layered model of the NGN transport network

Figure 5 shows a relationship between OSI BRM (ITU-T Recommendation X.200) and the layered protocol
stack of NGN general reference model (ITU-T Recommendation Y.2011). The NGN transport network
consists of many protocols to support a set of transport stratum functions of NGN layered model.

In this figure the end of the transport stratum protocol stack is denoted by the datum at layer 3 and the
beginning of the service stratum protocol stack by the datum at layer 4. So, for example, in an IP-based
transport network, layer 3 would be the IP layer, and layer 4 would be the TCP or UDP layer. A variety of
underlying layers, layer 1 and 2, will exist depending on the underlying technologies used to support IP (e.g.
ATM over SDH over Optical, Ethernet over Optical or SDH over Optical, etc.).
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Layer 7
Layer 6 Service
Layer 5 stratum
Layer 4
Layer 3
Transport
Layer2 stratum
Layer 1
OSI NGN
BRM's view strata's view

Figure 4/ TR-NGN.NHNperf. — Generic layered protocol stack architecture

7 Horizontal reference configuration of the NGN transport network

Scenario 1 — Homogeneous protocol on two MPs

The same protocol is used at each end. Network performance between MPs can be evaluated by a protocol-
specific performance criterion that has an end-to-end significance, even when different network types are
included.

If there isn’t an end-to-end significant protocol between two MPs, scenario 2 on behalf of scenario 1 should
be considered.

Figure S/TR-NGN.NHNperf. — General configuration of homogeneous protocol in MPs

NOTE - Performance for homogeneous protocols will be outside of the scope of Draft TR-NGN.NHNperf. A main
target for this Draft will be cases where heterogeneous protocols are used at the two MPs.

Scenario 2 — Heterogeneous protocols on two MPs

Different protocols are used at each end. These different protocols may interwork by protocol mapping or
encapsulation.

Figure 6/Y.NGN-NHNperf. — General configuration of heterogeneous protocols in MPs
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8 Reference events

Reference events must be defined for the transfer of user information or control information across the
measurement points. The dominant PDU of the NGN are expected to be IP packets, but each network’s
unique PDUs create reference events at their MPs.

Two classes of reference events are distinguished: exit events and entry events.

Exit event: An exit event occurs when a unit of user or control information crosses the MP exiting the
network component or SP into the attached network component.

Entry event: An entry event occurs when a unit of user or control information crosses the MP entering the
network component or SP from the attached network component.

9 Performance objectives

Scenario 1 — Homogeneous protocols

In a scenario where two interfaces of the same type are used at the involved MPs, the performance objectives
and parameters can be applied to support a specific network performance without parameter mapping.

Scenario 2 — Heterogeneous protocols

In a scenario where two interfaces of different types are used at the involved MPs, the intervening networks
need to be engineered to meet the performance objectives. Where performance at each interface is described
in terms of its own specific parameters, parameters mapping may be used such as the mapping between cell
loss ratio in ATM network and frame loss ratio in Frame Relay network defined in X.144.

10 Performance measurement

There are two basic approaches to performance measurement defined in ITU-T Recommendation M2301
(for IP performance measurement). These are "intrusive" and "non-intrusive" which equate to the terms
"active" and "passive" used by the IETF (formerly, “out-of-service” and “in-service” by ITU-T
Recommendation O.181, O.191, etc.).

10.1  Intrusive performance measurement

Intrusive performance measurements are made by inserting test PDUs (IP test packet of Recommendation
0.211, ATM test cells of Recommendation O.191, STM test signal structure of Recommendation O.181,
etc.) interleaved with the normal traffic flows/connections between two MPs. This kind of measurement
allows more detailed investigation of specific performance parameters e.g. one-way delay using time
stamped PDUs, effect of PDU size and number of PDUs on performance.

It should be noted that intrusive performance measurement causes additional traffic through the network so
care must be taken to ensure that the use of this test does not cause congestion and the subsequent loss of
customer's PDUs (IP packet, ATM cell, Ethernet Frame, etc.). Intrusive performance measurement estimates
the performance seen by the existing traffic and predicts the performance that will be seen by additional
traffic within limits.

The test PDU stream and the measurement period should be appropriate to the application service to be
supported. The test PDU length and characteristics, and the intervals between measurement periods are
separately specified in other Recommendations as follows:
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- For IP performance measurement, ITU-T Recommendation O.211 “Test and measurement
equipment to perform tests at the IP layer”

- For ATM performance measurement, ITU-T Recommendation O.191 “Equipment to measure the
cell transfer performance of ATM connections”

— For STM performance measurement, ITU-T Recommendation O.181 “Equipment to assess error
performance on STM-N interfaces”

10.2  Non-intrusive performance measurement

The performance can be assessed by interrogating all the network nodes (IP router, ATM switch, and
Ethernet switch, etc.) for performance statistics and thus obtaining a real time view of the effect of the
network on the traffic passing through that network.

It can also be used for maintenance purposes and/or to check the OAM procedures or MIB monitoring by
SNMP applications. This kind of measurement has the advantages of minimizing impact on customer's
traffic and testing every route/connection through the network.

Problems on links or network nodes can also be quickly identified. It should be noted, however, that non-
intrusive measurements will sometimes be restricted to one domain or one network that has its own specific
protocol.

The details of OAM PDU format, functions and monitoring methods are separately specified in other
Recommendations as follows:

— For ATM OAM, ITU-T Recommendation [.610 “B-ISDN operation and maintenance principles and
functions”

- For MPLS OAM, ITU-T Recommendation Y.1711 “Operation & Maintenance mechanism for
MPLS networks”

- For Ethernet OAM, ITU-T Recommendation Y.1730 “Requirements for OAM functions in
Ethernet-based networks and Ethernet services”

- For IP MIB monitoring, IETF RFC 2011 “SNMPv2 Management Information Base for the Internet
Protocol using SMIv2”

11 Homogeneous network QoS classes

ITU recommends using on the concept of QoS classes for the network and the application level. For the
network, ITU prefers the approach of QoS classes instead of individually specified performance parameters.
A QoS class creates a specific combination of bounds on the performance parameters and objectives.

11.1  IP network QoS classes

ITU-T Recommendation Y.1541 introduces six (0 ~ 5) QoS classes of [P-based services in table 1/Y.1541.

The below table 1 shows IP performance values to be achieved internationally for each of the performance
parameters defined in ITU-T Rec. Y.1540, with these added QoS classes.
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Table 1/TR-NGN.NHNperf. — IP network QoS class definitions and network performance objectives
(ITU-T Recommendation Y.1541)

Network performance IPTD IPDV IPLR IPER
parameter
QoS Class 0 100 ms 50 ms 1x10°
QoS Class 1 400 ms 50 ms 1x10°
QoS Class 2 100 ms U* 1x10° 1x10*
QoS Class 3 400 ms U* 1x10°
QoS Class 4 Is U* 1x10°

QoS Class 5 (Unspecified) U* U* U* U*

U*: unspecified

11.2  ATM network QoS classes

ITU-T Recommendation 1.356 specifies 5 (1 ~ 5) QoS classes of ATM-based network in table 2/1.356. It
defines parameters and performance objectives for quantifying the ATM cell transfer performance of a
broadband ISDN connection as below;

Table 2/TR-NGN.NHNperf. — ATM network QoS class definitions and network performance objectives
(ITU-T Recommendation 1.356)

Network
Performance CTD 2-pt. CDV CLRy CLR, CER CMR SECBR
Parameter
QoS Classes:
Class 1
(stringent 400 ms 3 ms 3x107 None Default Default Default
class)
Class 2 U U 107 None Default Default Default
(tolerant class)
 Class 3 U U U 10° Default | Default | Default
(bi-level class)
Class 4
(U class) U U U U U U U
Class 5
(stringent 400 ms 6 ms None 3x107 Default Default Default
bi-level class)

11.3  Frame Relay network QoS classes

ITU-T Recommendation X.146 defines 4 (0 ~ 3) QoS classes of Frame Relay-based network in table
1/X.146. 1t defines parameters and performance objectives for quantifying the Frame Relay frame transfer
performance of switched virtual connection (SVC) or permanent virtual connection (PVC) as below;
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Table 3/TR-NGN.NHNperf. — Frame Relay network QoS class definitions and network performance objectives
(ITU-T Recommendation X.146)

Class FLR, FTD FDJ

0 No upper bound specified on FLR,. But | No upper bound specified on | Not Applicable
FTD. But delay will have a

practical upper bound and
will not be arbitrarily large.

FLR, will have a practical upper bound
and will not be arbitrarily bad.

1 Value<1x 10 , and 95th percentile of | 95th percentile <400 ms. 95th percentile < 52 ms

weighted 15-minute values < 3 x 10°.

2 Value < 3 x 10*5’ and 95th percentile of | 95th percentile <400 ms. 95th percentile < 17 ms

weighted 15 minute values < 1 X 104.

3 Value < 3 x 10*5, and 95th percentile of | 95th percentile < 150 ms 95th percentile <17 ms

weighted 15-minute values <1 x 104.

11.4 UMTS QoS classes

3 GPP document TS 23.107 specifies UMTS QoS classes as below

Table 4/ TR-NGN.NHNperf. — UMTS network QoS class definitions and network performance objectives
(3GPP TS 23.107)

Traffic class Convg‘::stlonal Streaming class Interactive class | Background class

Maximum bitrate (kbps) <=16 000 <=16 000 <=16 000 - <=16 000 -
overhead overhead
Delivery order Yes/No Yes/No Yes/No Yes/No
Maximum SDU size <=1500o0r 1502 <=1500o0r 1502 <=1500o0r 1502 <=1500o0r 1502
(octets)
SDU format information
Delivery of erroneous Yes/No/- Yes/No/- Yes/No/- Yes/No/-
SDUs
Residual BER 5%107, 107, 5%107, | 5*107, 107, 5*10°, 4*107, 107, 4¥107, 107, 6*10°
102,10%,10°,10° | 107,10 107, 10 6*10°(7) (7)
SDU error ratio 107, 7%107, 107, 107, 107, 7%107, 107,107, 10° 10°,10%, 10
10*, 107 10°, 10%, 107
Transfer delay (ms) 100 — maximum 300 (8) — maximum
value value

Guaranteed bit rate <=16 000 <=16 000
(kbps)
Traffic handling priority 1,2,3
Allocation/Retention 1,2,3 1,2,3 1,2,3 1,2,3
priority
Source statistic Speech/unknown Speech/unknown
descriptor
Signalling Indication Yes/No
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12 Relationships between the homogeneous network performance classes

12.1 ATM network performance support of IP QoS

This clause presents an analysis of mapping IP performance parameters on top of the ATM QoS Class
objectives as specified in ITU-T Rec. 1.356. The purpose of this analysis is to estimate IP level performance
obtained when ATM is used as the underlying transport. Because there are no routers considered in this
analysis, the IP performance numbers shown here are the best that can be expected. In scenarios where
intermediate routers exist, the IP performance will be worse.

Table 5S/TR-NGN.NHNperf. — IP Packet Loss Ratio (IPLR) values corresponding to ATM QoS service classes 1
and 2 (IP packet size 40 bytes; all errored packets are assumed lost)

Delivered Delivered Resulting
ATM QoS Class ATM CER ATM CLR IPLR
1 3.00 E-07 4.30 E-06
4.00 E-06
2 1.00 E-05 1.40 E-05

Table 6/TR-NGN.NHNperf. — IP Packet Transfer Delay (IPTD) values for a flow
over a national portion and an end-to-end flow

IPTD resulting from ATM QoS Class 1 (no

Network Portion delay from IP routers)

National Portion ~27.4 ms
End-to-End 400 ms

Note that Class 0 and Class 2 mean IPTD cannot be met on the 27 500 km reference connection of 1.356.

The value of the Cell Error Ratio (CER) in the ATM classes is 4 x 10_6. If IP packets are long (1500 bytes)

and errored cells cause errored IP packets, the value of IP packet error ratio will be about 10_4.

Cell Misinsertion Ratio (CMR) is currently specified as 1/day. The implication of CMR on SPR requires
more study.

12.2 IP-based network to UMTS

The QoS translator would map Y.1541 class 0 to the UMTS conversational class, selecting the 10™* value for
the SDU error ratio attribute. The UMTS SDU transfer delay value (100 ms maximum) might or might not
meet the example objective for the UMTS network portion (50 ms mean), depending on the SDU transfer
delay distribution. The UMTS SDU error ratio value (10*) would meet the Y.1541 IPLR and IPER
objectives assumed for the UMTS network portion (5x10™, 5x107), since the former parameter definition
combines the Y.1541 packet loss and packet error outcomes. The UMTS conversational class requirement to
“preserve time relation (variation) between information entities of the stream” would relate qualitatively to
the Y.1541 IPDV objective, but the end-to-end objective would not be assured since the UMTS specification
does not currently limit IPDV.

Y.1541 class 1 would be mapped to the UMTS streaming class, again selecting the 10 SDU error ratio
value. The UMTS SDU transfer delay value (280 ms maximum) might or might not meet the example
objective for the UMTS network portion (200 ms mean), depending on the delay distribution. The UMTS
SDU error ratio value would meet the example Y.1541 IPLR and IPER objectives as described for class O
above. The Y.1541 IPDV objective would be addressed qualitatively but without end-to-end assurance as
noted above.
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Y.1541 classes 2-4 could be mapped to the UMTS interactive class with a 10 SDU error ratio. The three
Y.1541 classes could be mapped to different UMTS interactive class priority levels to reflect their different
IPTD objectives; but these relative priorities would not provide assured quality levels. If more assured I[IPTD
values were required, Y.1541 classes 2-4 could be mapped to the UMTS conversational or streaming class.
The SDU transfer delay limit of the UMTS conversational class (100 ms maximum) might or might not meet
the example IPTD objective of class 2 (50 ms mean); it would definitely meet the assumed IPTD objectives
of classes 3 and 4 (200 ms and 500 ms mean, respectively). Similarly, the SDU transfer delay limit of the
UMTS streaming class (280 ms maximum) might or might not meet the assumed IPTD objectives of classes
2 and 3 (50 ms and 200 ms mean respectively), but would definitely meet the assumed IPTD objective of
class 4 (500 ms mean).

Y.1541 class 5 would be mapped to the UMTS background class.

The mappings suggested above are probably the most reasonable ones for the stated example, and they could
meet the postulated IPLR and IPER requirements for all of theY.1541 classes. The suggested mappings
would not meet the end-to-end delay requirements for some classes, and as noted, would place no
quantitative bounds on end-to-end IPDV.

For comparability between Y.1541 and TS 23-107 (3GPP), the SDU should be defined to correspond to an
IP packet in 3GPP specifications of QoS requirements for IP-based services. An evaluation interval of 1
minute should be used in assessing both mean delay and delay variation. Payload sizes of 160 and 1500
octets should be used in specifying and evaluating performance values.

12.3  Frame Relay network performance and ATM network performance

This description is derived from Annex C of ITU-T Recommendation X.144 “User information transfer
performance parameters for public frame relay data networks”

12.3.1 Frame Loss Ratio and Cell Loss Ratio

Consider the probability of frame loss due to independently occurring cell losses. Take the probability of a
single cell's loss to be as given by the CLR. The probability that a frame F..;, in length does not experience a
lost cell is:

( 1— CLR)F“E/“

The FLR due to this mechanism is the logical complement of this, namely the probability that such a frame
does experience one or more cell losses, which is:

FLR,, =1-(1—= CLR)""

12.3.2 Frame Loss Ration and Cell Misinsertion Rate

Consider the probability of frame loss due to a randomly occurring misinserted cell. If the Cell Misinsertion
Rate (CMR) and the Peak Cell Rate (PCR) applicable to the ATM connection are known, then the fraction of
received cells that are misinserted is CMR/PCR. Take this fraction to be the probability that a single cell is
misinserted. The probability that a frame F.;, in length does not experience a misinserted cell is:

(1= CMR/PCR)"=*

The FLR due to this mechanism is the logical complement of this, namely the probability that such a frame
does experience one or more cell losses, which is:

FLR,,, =1—(1— CMR/PCR)"-
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12.4  IP QoS and MPLS QoS

12.4.1 Relationship between IP and MPLS technologies to support QoS-related aspects

IETF discussed how to support DiffServ in MPLS to provide IP QoS in RFC3270. Since DSCP is in the IP
header of the packet and invisible in the MPLS forwarding process, the PHB to which the packet belongs
cannot be decided by the DSCP of the packet. To tackle this problem, a method is to map the packet’s PHB
by the EXP field in the MPLS shim header. The EXP field can only support 8 PHBs, since it has only 3 bits.
In this method, PHB is inferred according to the EXP field value, therefore, the LSP(s) set up by this method
is denoted as E-LSP (EXP-Inferred-PSC LSP) .

To forward a packet, the LSP path is determined by the label, the scheduling treatment and drop priority are
determined by the PHB, which is mapped by the value of the EXP field. The mapping relationship between
the values of the EXE fields and the PHBs are pre-defined, and the value of the EXP field in the MPLS shim
header is set by the network provider or based on the DSCP in the IP header of that packet, which does not
need any additional signaling.

If more than 8 PHBs are needed or there is no MPLS shim header in the MPLS packet, the PHB to which the
packet belongs can not be determined by the value of the EXP field, thus, the label of the packet is required.
The LSP(s), which is set up by this method, is denoted as L-LSP (Label-Only- Inferred-PSC LSP). The PHB
of the packet can be determined by both the label and the value of the EXP/CLP field. For example, the label
is used to determine the LSP path and the scheduling treatment, which means, the PSC is determined by the
label. When MPLS shim header is used, the EXP field of 3 bits length can establish 8 drop priorities. When
ATM based MPLS is used, the CLP (cell loss priority) field of 1 bit length in the cell header can establish
2 drop priorities. This method can be used to configure the AF PHBs. Moreover, the PHB can also be solely
determined by the label, which means, the label determines not only the LSP path but also the scheduling
treatment and the drop priority of the packet. This method can be used to configure the EF PHB. When
L-LSP is used, the mapping relationship between the labels (may also include EXP/CLP) and the PHBs is
configured by the network provider or based on the DSCP in the IP header of the packet. Since the label
includes both the path and PHB/PSC information, the label distribution protocol need to be extended to bind
the label with both a Forwarding Equivalence Class and a PHB/PSC together, carrying the PHB/PSC
information during the LSP path set up process.

12.4.2 Difference between E-LSP and L-LSP

The following table summarizes the difference between E-LSP and L-LSP:

Table 7/TR-NGN.NHNperf. — The comparison of E-LSP and L-LSP

E-LSP L-LSP

PHB determined by the value of the EXP PHB determined by the label, or by both the label and the
value of the EXP/CLP

Need not any additional signalling to map the EXP to | Use signalling to bind the label with the PHB/PSC during

PHB the LSP set up process

Use the MPLS Shim header Use the MPLS Shim header or link layer header

Support up to 8 PHBs, all these PHBs can be used in Support arbitrary number of PHBs, one LSP can use only

the same LSP one PHB/PSC

Label only carry the path information, increase the Label carries both the path and the scheduling treatment

utilization of labels resource and simplify the states information, use more labels and maintain more states

maintained
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Since E-LSP can support more PHBs, it can reduce the total number of LSP in the network. E-LSP can also
reduce the resource of labels, since the PHB information is not included in the labels, it can simplify the
structure of the label. Moreover, the PHB of the packet is solely determined by the value of the EXP field,
which is just like the tradition DiffServ mechanism in which the PHB is determined by the DSCP, so the E-
LSP is easy to be realized and does not need any additional signalling or extend the existing signalling.

The advantage of L-LSP is that it can be used in the network environment which does not support the MPLS
Shim header and support arbitrary number of PHBs. Since each LSP just adopts only one PHB/PSC,
Different PHB can use different LSP path to forward and so to provide better granularity of QoS control
ability. For example, the L-LSP forwarding the EF traffic can be routed through the links which have low
delay, and the L-LSP forwarding the AF traffic can be routed through the links which have rich bandwidth
resource but relative high delay.

In a word, the specific network environment needs to be considered carefully to choose E-LSP and L-LSP or
use both of them.

13 Heterogeneous network QoS classes

13.1 QoS class mapping rationale

For each of the most relevant technologies a small yet versatile set of QoS classes has been standardised
(Frame Relay, ATM, UMTS and IP).

- It is stipulated that these network QoS classes are specific for a network technology, i.e. there are
different sets of QoS classes for ATM, for UMTS, for Frame Relay and for IP.

- Each set consists in an intentionally small number of classes to facilitate broad support by and easy
interworking between network providers.

- Each set is sufficiently versatile to support a broad range of applications. Each set of classes
includes at least one QoS class which commits to a low loss, low delay and low delay variation,
which is expected to be of interest for interactive real-time applications; QoS class 1 & 0 of
Y.1541, QoS class 1 of 1.356, QoS class streaming & conversational of 3GPP TS 23.107 and QoS
class 3 & 2 of X.146. Each set also includes an unspecified (best-effort) class; QoS class 5 of
Y.1541, QoS class 4 of 1.356, QoS class background of 3GPP TS 23.107 and QoS class 0 of X.146.

The defined QoS classes, as currently defined, also support paths which are a concatenation of network
sections which use a same technology but are under the responsibility of different network providers. The
specified end-to-end network performance objectives are fully applicable. It is to the network provider’s
discretion how and with which technology that section is realised. For example an IP path for which an IP
QoS class has been agreed, may be implemented using ATM; the IP QoS class performance objectives still

apply.

Where different domains use different technology (with different network interfaces) which are concatenated
by means of interworking functions, is strictly not covered by the QoS classes as currently defined.

Nevertheless an end-to-end network performance bound may be obtained. It is expected that the realised
performance on such a concatenated path is not worse than if the end-to-end path were implemented as a
single technology path in IP. In other words, the IP network performance objectives provide an upper bound
for the mixed-technology case.

It is expected that interworking between different technologies does not to require significant additional
delay allocation. Care should be taken when interworking between a packet technology and ATM; the
additional shaping delay can be limited for small packets and suitable settings (e.g. PCR) for the ATM
connection.
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13.2  Mapping among IP, ATM, Frame Relay and UMTS QoS classes

The section treats the case where multiple networks co-operate to realise the end-to-end connectivity desired,
but the underlying network technologies differ.

In principle, the ingress-to-egress node performance and capacity information may be available regardless of
the underlying network technology, whether it is I[P, ATM, UMTS, Frame Relay, etc. QoS Classes may best
be mapped among these networking technologies as follows:

Table 8/ TR-NGN.NHNperf. — Mapping among QoS Classes

IP QoS Class ATM QoS Class FR QoS Class UMTS QoS Class
0 J(ete D 3 Conversational
1 Jrete D 2 Streaming
2
3 2 & 30 J(rete2) Interactive
4
5 4 0 Background

Note 1: ITU-T Recommendation 1.356 has developed to specify QoS classes and network performance objectives for
ATM cell transfer performance. The most stringent ATM cell transfer delay objective (400 ms) is achievable on the
long distance ATM connection (i.e., 27,500 km covering international connection). And ITU-T Recommendation
Y.1541 defines 100 ms IP packet transfer delay on the QoS class 0 and 400 ms on the QoS class 1.

In the case that IP QoS class 0 & 1 are mapped into ATM QoS class, ATM QoS class 1 is easily selected for both
classes to support the required delay objectives. On the other hand, when ATM QoS class 1 is mapped into IP QoS
classes, an appropriate class should be introduced for each. IP QoS class 1 IPTD (400ms) is the same of ATM QoS
class 1 CTD (400ms). But, obviously, 100 ms IPTD requirement of IP QoS class 0 cannot always be met on the
27,500 km.

From this sense, it should be noted that the delay objectives of a class do not preclude a network provider from
offering services with shorter delay commitments. Any such commitment should be explicitly stated.

Every network provider will encounter these circumstances (either as a single network, or when working in
cooperation with other networks to provide the UNI-to-UNI path in IP-based network), and the mapping of QoS
classes between ATM and IP in this table provides and is selected achievable IP QoS classes as alternatives

Note 2: These QoS classes have the performance objectives which is more tolerable than the stringent QoS classes,
especially on delay variation- and loss-related performance parameters. It is not certain that an individual QoS class
should be mapped to each other (IP QoS classes 2, 3 & 4 and ATM QoS classes 2 & 3). This is for further study.

14 Security considerations

This Draft does not specify a protocol, and there are limited areas where security issues may arise. Most of
the issues are related to performance measurement and are identified in the security considerations section of
ITU-T Draft TR-PMM. However, imperfect QoS class mapping can result in promotion or demotion of the
QoS class intended, which may have unanticipated consequences.
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2.1 — NGN Release 1 Scope*

Summary

This document provides a high level description of NGN Release 1 and its scope in terms of supported
services and capabilities. This document describes high level objectives, in terms of the services and
capabilities. Further documents provide the detailed requirements for NGN Release 1.
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2.1 — NGN Release 1 Scope

Introduction

NGN Focus Group has adopted a release-based approach for the production of NGN Technical
Specifications/Reports, with the scope of each release clearly defined and with clear deadlines for
completion.

NGN Focus Group develops stage 1 and 2 of NGN Release 1 specifications.

This document gives a description of Release 1 in terms of the overall requirements and high level overview
of the functional features to be addressed.

In order to fulfil the general goals, objectives and principles of an NGN, identified in particular in
Recommendations Y.2001 [Y.2001] and Y.2011 [Y.2011], this document focuses on key capabilities, while
ensuring an architectural flexibility to support future enhancements and releases with minimum impact.
Release 1 is the first step towards a comprehensive framework of services, capabilities and network
functions that constitute an NGN, as described in [Y.2001].

This framework is expected to deliver services tailored to all user’s and service provider’s requirements so
that they satisfy a wide range of needs and human capabilities. There is strong pressure to design the NGN to
enable everyone to use it.

Specific realisations of NGN Release 1 may extend beyond the services and capabilities described in this
document. Service provider requirements may drive a particular set of services and capabilities to be
supported in a particular network.

The document is organised as follows:

- section 2 provides references;

- section 3 provides terms and definitions;

- section 4 provides the scope of NGN Release 1 in terms of environment and key aspects;

- section 5 provides a list of NGN Release 1 services;

- section 6 provides a list of NGN Release 1 service capabilities

1 Scope

This document provides a high level description of NGN Release 1 and its scope in terms of supported
services and capabilities.

This document describes high level objectives, in terms of the services and capabilities. Further documents
provide the detailed requirements for NGN Release 1.

2 References

The following ITU-T Recommendations and other references contain provisions, which, through reference in
this text, constitute provisions of this Specification. At the time of publication, the editions indicated were
valid. All Recommendations and other references are subject to revision; all users of this Specification are
therefore encouraged to investigate the possibility of applying the most recent edition of the
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Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is
regularly published.

[E.351] TU-T Recommendation E.351, Routing of multimedia connections across TDM-, ATM-,
and [P-based networks

[M.3050] TU-T Recommendation M.3050, Enhanced Telecommunications Operations Map

[X.805] ITU-T Recommendation X.805, Security architecture for systems providing end-to-end
communications

[Y.2001] ITU-T Recommendation Y.2001: General overview of NGN functions and characteristics

[Y.2011] ITU-T Recommendation Y.2011: General Reference Model for Next Generation
Networks

[Y.101] ITU-T Recommendation Y.101: GII terminology: Terms and definitions

[Y.110] Global Information Infrastructure principles and framework architecture

[Z.100] ITU-T Recommendation Z.100, Specification and Description Language (SDL)

[ETSI-TSPN] ETSI TISPAN NGN Release 1 Definition

[FGNGN-FRA] ITU-T FGNGN deliverable FGNGN-OD-244 “Functional requirements and architecture
of the NGN”

[FGNGN-IFN]  ITU-T FGNGN deliverable FGNGN-OD-245, Draft FGNGN-IFN (IMS for Next
Generation Networks)

[FGNGN-RACF] ITU-T FGNGN deliverable FGNGN-OD-241, Resource and admission control functions
[FGNGN-REQ] ITU-T FGNGN deliverable FGNGN-OD-252, NGN Release 1 Requirements
[FGNGN-SEC] ITU-T FGNGN deliverable FGNGN-OD-254, Guidelines for NGN security
[FGNGN-TERM] ITU-T FGNGN deliverable FGNGN-OD-261, Terminological framework for NGN.

3 Terms and definitions

3.1 Definitions

This document uses the following terms:

Application network interface: provides a channel of interactions and exchanges between “3™ Party
Application Providers” and NGN elements offering needed
capabilities and resources for realization of value added services.

Customer: The Customer buys products and services from the Enterprise or
receives free offers or services. A Customer may be a person or a
business. Source for definition is [M.3050].

Home network: The network associated with the operator/service provider that owns
the subscription of the customer.

Internet: A collection of interconnected networks using the Internet Protocol
which allows them to function as a single, large virtual network.
Source for definition is [Y.101].
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Mobility:

Network node interface:

Nomadism:

Personal mobility:

Service:

Service continuity:

Subscriber:

Terminal mobility:

User:

Visited network:

The ability for the user or other mobile entities to communicate and
access services irrespective of changes of the location or technical
environment. The degree of service availability may depend on
several factors including the Access Network capabilities, service
level agreements between the user's home network and the visited
network (if applicable), etc. Mobility includes the ability of
telecommunication with or without service continuity. Source for
definition is [Y.2001]

The interface of a network node (node as defined in Rec. E.351)
which is used to interconnect with another network node. Note: This
interface is not constrained to a single protocol. In the case of
interconnection between an NGN network and a legacy network it will
also depend on the type of network connecting to NGN and where the
mediation is performed if any.

Personal or Terminal mobility without service continuity.

His is the mobility for those scenarios where the user changes the
terminal used for network access at different locations. The ability of a
user to access telecommunication services at any terminal on the basis
of a personal identifier, and the capability of the network to provide
those services delineated in the user's service profile. Source for
definition is [FGNGN-TERM].

A set of functions and facilities offered to a user by a provider. Source
for definition is [Z.100].

He ability for a user to maintain an ongoing service during mobility.

The person or organization responsible for concluding contracts for
the services subscribed to and for paying for these services. Source
for definition is [M.3050]. Note: See also definition of customer.

his is the mobility for those scenarios where the same terminal
equipment is moving or is used at different locations. The ability of a
terminal to access telecommunication services from different locations
and while in motion, and the capability of the network to identify and
locate that terminal.

The user is the actual user of the products or services offered by the
Enterprise. The user consumes the product or service. Note: See also
definition of end user from [M.3050].

he network that is local to the customer in a roaming configuration.

3.2 Acronyms and Abbreviations

This document uses the following abbreviations and acronyms:

ANI Application network interface
API Application Programming Interface
ATM Asynchronous Transfer Mode

BBC Basic Bearer Capability
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CuG Closed User Group

DM Device Management

DRM Digital Right Management
DVB Digital Video Broadcast
EBC Enhanced Bearer Capability

ENUM TElephone NUmber Mapping
FTTH Fiber to the Home

GPS Global Positioning System
HDTV High Definition Television

M Instant Messaging

IMS IP Multimedia Subsystem
IN Intelligent Network

1P Internet Protocol

IP-CAN IP Connectivity Access Network

ISDB ISDN Digital Broadcast

MMS Multimedia Message Service

MOD Music on Demand

NAAF Network Access Attachment Functions
NAPT Network Address Port Translation
NGN Next Generation Network

NNI Network node interface

OAM Operation, Administration, Maintenance
OMA Open Mobile Alliance

OSA Open Service Access

OTA Over the Air

OTN Over the Network

OSE OMA Service Environment

PBX Private Branch Exchange

PDA Personal Digital Assistant

P-NNI Private Network node interface

PoN Push to talk over NGN

PSTN Public Switched Telephone Network

QoS Quality of Service
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RACF Resource Admission Control Functions
RFID Radio Frequency Identification
SCF Service Capability Features
SCS Service Capability Servers

SIP Session Initiation Protocol
SLA Service Level Agreement

SMS Short Message Service

TDM Time Division Multiplex

URL Uniform Resource Locator
VOD Video on Demand

VolP Voice over Internet Protocol
VPN Virtual Private Network

WLAN Wireless Local Area Network

xDSL Various types of Digital Subscriber Line

4 NGN Release 1 environment overview

The NGN framework shall support advanced architecture objectives [FGNGN-FRA] for the offer of a
comprehensive set of services over a unifying IP layer network. The transport stratum should support a
multiplicity of access transport functions and a variety of mobile and fixed terminal types. Services are
separable from the transport stratum into a service stratum and are not limited to those provided by the
“home network”, but may be obtained from multiple service providers and third parties. Services shall be
able to traverse multiple providers’ networks.

The functions that are supported by NGN release 1 specifications are illustrated in figure 1. This document
provides an overview of some major components from this figure. The details of this figure, including the
interfaces between NGN and user functions, between NGN and network nodes, and between NGN and 3™
party Application providers, are described in [FGNGN-FRA].

In Release 1 all services are carried over IP although IP itself may in turn be carried over a number of
underlying technologies, such as ATM, Ethernet, etc. Release 1 assumes IPv4 or IPv6 networking at packet
interconnection points and packet network interfaces and therefore focuses on the definition of IP packet
interfaces.
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Figure 1 — Transport and Service Configuration of the NGN
4.1 Service Stratum

4.1.1 IP Multimedia Service Component

IP Multimedia Service Component is a service component within the Service Stratum based on the
capabilities of the [P Multimedia Subsystem (IMS) [23.228, TIA-873]. It has been a starting point for the
definition of Release 1 to leverage the capabilities of the IMS. To support the heterogeneous access transport
environment of Release 1 the capabilities of the IMS need to be extended. The IMS functionality for NGN
Release 1 employs SIP based service control [FGNGN-IFN].

NGN Rel.1 shall maintain full compatibility with 3GPP/3GPP2 IP connectivity access transport functions
(e.g. IP-CAN) and terminals.

4.1.2 PSTN/ISDN Emulation Service Component

Release 1 defines a service component to support PSTN/ISDN replacement scenarios, with full
interoperability with existing (legacy) PSTN/ISDN networks. This component fully supports legacy
(PSTN/ISDN) interfaces to customer equipment and provides the user with identical services and experience
to that of the existing PSTN/ISDN.
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4.1.3 Service Framework and Application Support

NGN will help in the creation and offering of new services. As the number, sophistication, and degree of
interworking between services increases, there will be a need for providing more efficiency and scalability
for network services. Therefore, NGN applications and user services should be able to use a flexible service
and application provisioning framework.

Such a framework should enable application providers, both NGN internal and 3" party, to implement value
added services that make use of network capabilities in an agnostic fashion. Network capabilities and
resources that are offered to applications are defined in terms of a set of capabilities inside this framework
and are offered to 3" party applications through the use of a standard application network interface (ANI).
This provides a consistent method of gaining access to network capabilities and resources and application
developers can rely on this consistency when designing new applications.

The internal NGN application providers may make use of the same network capabilities and
resources that are used by 3™ party Application Providers.

NGN Release 1 should support the following three classes of value added service environments:

. IN-based service environment — Support for Intelligent Network services. Examples of ANI specific
protocols for this environment include IN Application Protocol [Q.1236], Customised Application
for Mobile network Enhanced Logic (CAMEL) [Q.1200][22.708] and Wireless Intelligent Network
(WIN) [TIA-771];

. IMS-based service environment — Support for I[P Multimedia Subsystem based service environment.
Examples of ANI specific interfaces include ISC, Sh, Dh, Ut, Ro, Rf, Gm, and Mb [23.228].

. Open service environment — Support for open service environments. Examples of this environment
using ANI include OSA/Parlay, Parlay X, OMA [OSA-Parlay-4] [OSA-Parlay-5] [OSA-Parlay-X]
[OMA-OSE].

4.2 Transport Stratum

4.2.1 Access Transport Functions

NGN Release 1 supports access transport functions of diverse technologies and capabilities. NGN
communications and services are available to all qualified users requesting those services regardless of the
type of access transport function technology.

An access transport function provides IP connectivity, at the transport stratum, between the End-user
functions and the NGN core transport functions as described in [FGNGN-FRA]. An access transport
function for Release 1 has capabilities to provide IP connectivity to NGN core transport functions within the
NGN Release 1 time frame. These access transport functions should support services identified for NGN
Release 1. The following is a non-exhaustive list of candidate technologies to implement access transport
functions for NGN Release 1.

- Wireline
+ XDSL: this includes ADSL [G.992.1] [G.992.3] [G.992.5], SHDSL [G.991.2] and VDSL
[G.993.1] [G.993.2] transport systems and supporting connection/multiplexing technologies.
*  SDH dedicated bandwidth access. [G.707]

* Optical access: this covers point to point [IEEE 802.3ah (100Base-LX/BX)] and xPON
transport systems such as BPON [G.983 series], GPON [G.984 series], EPON (Gigabit EPON
is sometimes called GEPON) [IEEE 802.3ah (1000Base-PX) ]

»  Cable networks: cable networks based on PacketCable Multimedia specifications [5] as another
type of access transport function. [J.179]
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* LANSs: LANs using either coaxial or twisted pair cable, including 10Base-T Ethernet [IEEE
802.3], Fast Ethernet [IEEE 802.3u], Gigabit Ethernet [IEEE 802.3z], 10 Gigabit Ethernet
[IEEE 802.3ac].

*  PLC(Power Line Carrier) networks: the PLC network transmits and receives data over the
power line.

- Wireless
« IEEE 802.X Wireless networks [WLAN][BWA].

e The NGN transport stratum should support 3GPP/3GPP2 PS domain with no modification to
the access transport functions. In this sense NGN supports any 3GPP or 3GPP2 IP-CAN. NGN
does not support the CS domain as an access transport technology.

*  Broadcast networks (3GPP/3GPP2 Internet Broadcast/Multicast, DVB, ISDB-T) [BDCST]

4.2.2 NGN core transport functions

NGN core transport functions provide IP connectivity, at the transport stratum, across the core network. For
a more detail description, see [FGNGN-FRA].

4.2.3 Network Attachment Control Functions

The Network Attachment Control functions (NACF) provide registration at the access level and initialization
of end-user functions for accessing the NGN services. The functions provide network-level
identification/authentication, manage the IP address space of the access network functions, and authenticate
access sessions.

4.2.4 Resource and Admission Control Functions

Application functions supporting different NGN services interact with the Resource and Admission Control
functions (RACF) to provide capabilities for control of NGN transport resources, including QoS control and
NAPT/FW traversal control.

The RACEF interact with transport functions to control one or more of the following functionalities in the
transport layer: packet filtering; traffic classification, marking and policing; bandwidth reservation and
allocation; network address and port number translation; Anti-spoofing of IP addresses; Network Address
and Port Translation (NAPT), firewall traversal; and usage metering.

The RACF interact with NACF, including network access registration, authentication and authorization,
parameters configuration, to check user profiles and Service Level Agreement (SLA) held by them.

4.3 Network Node Interfaces (NNIs)

4.3.1 Interconnection and NNIs

As well as interconnection between multiple NGN administrative domains, the NGN is also required to
support access to and from other networks that provide communications, services and content, including the
secure and safe interconnection to the Internet.

NGN Release 1 provides support for services across multiple NGN administrative domains. Interoperability
between NGN administrative domains shall be based on defined interconnect specifications.

4.3.2 NNIs to non-NGNs

Release 1 supports interconnection to other IP networks and by implication to any IP based network that
complies to the NGN interconnection protocol suite.
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Release 1 supports direct interconnection with the PSTN/ISDN by means of Interworking functions that are
implemented within the NGN.

Interoperability between NGN and non-NGN shall be based on defined interconnect specifications.

Table 1 lists the candidate interconnection interfaces including a non-exhaustive list of protocols that may be
supported in Release 1 and may also be applied as P-NNIs to Enterprise networks. The following is the list
of candidate networks that will interconnect using NNIs to the NGN:

. Internet
. Cable Networks
. Enterprise Networks
. Broadcast Networks
. PLMN Networks
. PSTN/ISDN Networks
Table 1 — Release 1 (P-)NNIs for interconnect to other networks
Type of Networks Signaling Interface Bearer Interface
Circuit-based Networks ISUP TDM
IP-based Networks SIP (session control), IPv4, IPv4, IPv6, MIPv4, MIPv6, RTP, RTCP
IPv6, MIPv4, MIPv6, BGP,
HTTP

4.3.3 NNIs between NGNs

NGN release 1 allows for the partition of the NGN into separate administrative domains. Interfaces on a trust
boundary between domains need to support various functionalities to enable robust, secure, scaleable,
billable, QoS-enabled, and service transparent interconnection arrangements between network providers.
Some of the trusted domain’s internal information may be removed across a trust boundary, for instance to
hide the user’s private identity or network topology information.

4.4 User Profile Functions

Release 1 defines the User Profile Functions, which provide capabilities for managing User Profiles and
making the User Profile information available to other NGN functions. A User Profile is a set of attribute
information related to a user. The User Profile Functions provide the flexibility to handle a wide variety of
user information. Some of the user profile models which may inform the design of the User Profile
Functions include:

. 3GPP Generic User Profile (GUP)

. 3GPP2 User Profile

. W3C Composite Capabilities/Preference Profile (CC/PP)
. OMA User Agent Profile

. 3GPP/ETSI Virtual Home Environment

. Parlay Group — User Profile Data

As shown in figure 1, the User Profile Functions support the identified Service and Control Functions in the
Service Stratum, as well as the Network Access Attachment Functions in the Transport Stratum. This central
role for the User Profile Functions is natural, since users and their service requirements are the driving forces
behind the existence of the network itself.
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4.5 End-User Functions

Customers may deploy a variety of network configurations, both wired and wireless, inside their customer
network. This implies, for example, that Release 1 will support simultaneous access to NGN through a single
network termination from multiple terminals connected via a customer network.

It is recognized that many customers deploy firewalls and private IP addresses in combination with NAPT.
NGN support for user functions is limited to control of (part of) the gateway functions between the end user
functions and the access transport functions. The device implementing these gateway functions may be
customer or access transport provider managed. Management of customer networks is however outside of the
scope of Release 1. As a result customer networks may have a negative impact on the QoS of an NGN
service as delivered to user equipment.

Implications of specific architectures of customer networks on the NGN are beyond the scope of Release 1.
Customer network internal communications do not necessarily require the involvement of the NGN transport
functions (e.g., [P PBX for corporate network).

4.5.1 User equipment
The NGN should support a variety of user equipment.

This includes gateway + legacy terminals (e.g. voice telephones, facsimile, PSTN textphones etc.), SIP
phones, soft-phones (program on PC), IP phones with text capabilities, set-top boxes, multimedia terminals,
PCs, user equipment with intrinsic capability to support a simple service set, and user equipment that can
support a programmable service set.

It is not intended to specify or mandate a particular NGN user equipment type or capability, beyond
compatibility with NGN authentication, control and transport protocol stacks.

NGN supports a mobile terminal that is fully compliant with 3GPP specifications only when directly
connected through a 3GPP IP-CAN. Release 1 may not support 3GPP mobile terminals when they are not
directly connected through a 3GPP IP-CAN.

Release 1 should allow the simultaneous use of multiple types of access transport functions by a single
terminal, however there is no requirement to co-ordinate the communication. Such terminals may therefore
appear to be two or more distinct terminals from the network point of view.

The user equipment should enable interface adaptation to varying user requirements, including the needs by
people with disabilities, for connection with commonly provided user interface devices.

5 NGN Release 1 services

It has to be noted that compliance of a given network environment to NGN Release 1 does not mean support
of all possible combinations of services (as well as capabilities and network configurations) described in this
document. It is recognized that a specific realisation of NGN may be constituted by an arbitrary set (or
superset) of the above services (as well as capabilities and network configurations).

The services listed in this section are provided as examples of the types of services supported by NGN
Release 1.
51 Multimedia services

NGN Release 1 supports both real time conversational communications (beyond voice) and non-real time
communications. This includes, but is not limited to, the end to end (user to user) delivery of
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communications utilising more than one media. Non-real time services may be supported using one or many
media streams or using other delivery protocols not directly related to multimedia sessions.

- Real-time Conversational Voice services (interoperable with the existing public-switched telephone
network (PSTN) and with mobile networks).

- Messaging services such as IM, SMS, MMS, etc.

* Instant messaging (IM) : A type of communications service that enables the user to create a
kind of private chat room with another individual in order to communicate in real time,
analogous to a telephone conversation but using text-based, not voice-based, communication,
for example, through automatic transmission at short time intervals[T.140] or in a message-
wise mode. Typically, the IM system alerts the user whenever somebody on his private list is
online, the user can then initiate a chat session with that particular individual.

- Push to talk over NGN (PoN) — Push to talk services using an NGN core network that might be
serving multiple types of access transport functions [OMA- PoC].

- Point-to-Point interactive multimedia services, e.g. interactive real-time voice, real-time text, real-
time video (e.g. IP videotelephony (as per [F.724])), total conversation [F.703], voice telephony
with text using [T.140], whiteboarding etc.

- Collaborative interactive communication services: support of low-latency multimedia conferencing
with file sharing and application sharing, e-learning, gaming.

- Content delivery services: Delivery of video and other media streams to users, such as Radio and
Video streaming, Music and Video on Demand, (Digital) TV Channel Distribution, financial
information distribution, professional and medical image distribution, electronic publishing.

- Push-based services - Services provided via push capability (e.g., IP multimedia services, MMS,
and new services including public safety, government, corporate Information Technology etc.)

- Broadcast/Multicast Services.— These types of services enable the optimization of network
resources by using broadcast/multicast mechanisms for the delivery of content streams to multiple
users and groups. Examples of such services are as follows: replays of scoring plays at sporting
events to persons at the events or those unable to attend the event; concerts or other streaming audio
or video programming, reporting of alert conditions for emergency community notification services;
advertising of movie trailers in an area around the theater that is showing the movie.
[22.146][BWA]

— Hosted and transit services for enterprises (IP Centrex, etc.)

— Information services, such as cinema ticket information, motorway traffic status, advanced push
services, etc.

- Location-based services, such as tour guide service, user service, assistance service for disabled
persons and emergency call.

- Presence and general notification services: The presence service provides access to presence
information to be made available to other users or services. Presence is a set of attributes
characterising the current properties (e.g., status, location, etc.) of an entity. An entity in this
respect is any device, service, application, etc., that is capable of providing presence information.
Availability, on the other hand, denotes the ability and willingness of an entity to communicate
based on various properties and policies associated with that entity -- e.g., time of day, device
capabilities, etc. The terms presence and availability are almost always used together to provide a
complete set of presence information. NGN users shall be able to be both the suppliers of presence
information (sometimes called presentities), as well as the requesters of presence information
(watchers).

— 3GPP Release 6 and 3GPP2 Release A OSA-based services



120 Service Requirements

5.1.1 General principles for codecs use in NGN

The NGN should support different types of codecs that include audio, text and video capabilities. It is
recognized that some codecs play an important role in existing and emerging networks for audio and video
services. A minimal list of codecs shall be supported by the NGN, but network support of additional codecs
is not prevented.

Transcoding shall be performed to provide end-to-end service interoperability when needed and should be
avoided wherever possible.

Codecs negotiation shall be supported between NGN entities (terminals, network elements).

5.2 PSTN/ISDN Emulation services

5.2.1 General aspects for PSTN/ISDN Emulation

PSTN/ISDN Emulation provides PSTN/ISDN service capabilities and interfaces using adaptation to an [P
infrastructure.

It is anticipated that the NGN will support an orderly and market-driven evolution for the support of both
legacy equipment and the PSTN/ISDN service set. Key scenarios of this feature are:

. PSTN/ISDN Replacement (in whole or in part)
. Support for legacy terminals connected to the NGN.
5.2.2 Terminals for PSTN/ISDN Emulation

PSTN/ISDN Emulation services should support legacy terminals. The user should have the identical
experience as provided by the legacy PSTN/ISDN services.

Legacy terminal support includes connection via terminal adaptation and the access transport function.

5.2.3 Target services for PSTN/ISDN Emulation

The PSTN/ISDN service set is not re-defined by NGN. It is assumed that a PSTN/ISDN call server may
provide an ISUP or other PSTN/ISDN call model, and NGN will provide packet-based signalling transport
and interworking.

Not all service capabilities and interfaces have to be present to provide an emulation of a particular
PSTN/ISDN network.

Although PSTN/ISDN Emulation supports all PSTN/ISDN services, individual service providers may
choose to deploy PSTN/ISDN Emulation with support for only a sub-set of PSTN/ISDN services.

5.3 PSTN/ISDN Simulation services

5.3.1 General aspects for PSTN/ISDN Simulation

PSTN/ISDN Simulation provides PSTN/ISDN-like service capabilities using session control over IP
interfaces and infrastructure.

PSTN/ISDN Simulation uses the capabilities of the IP Multimedia Service Component to provide these
services.
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It is not assumed that simulated services will be identical to those in the PSTN/ISDN, and they need not
necessarily utilise PSTN/ISDN call models or signalling protocols. PSTN/ISDN Simulation is provided at
the user interface, which may be different from PSTN/ISDN.

5.3.2 Terminals for PSTN/ISDN Simulation

NGN Release 1 should support a set of PSTN/ISDN-like services for advanced terminals such as IP-phones,
or for terminal adaptations connected to legacy terminals.

5.3.3 Target services for PSTN/ISDN Simulation

ISDN bearer and supplementary services are described and defined in 1.230 and 1.250 series of ITU-T
Recommendations.

When PSTN/ISDN simulation is performed, some of the PSTN/ISDN services may be provided though the
services themselves may not necessarily have the full functionality as defined for PSTN/ISDN.

NOTE — "Simulation" is said to be "based on" PSTN/ISDN services in order to provide PSTN/ISDN-like services.

Additional services, e.g. SIP based, may also be available when PSTN/ISDN simulation is performed.

5.4 Internet access

An NGN should not inhibit user access to the Internet [Y.101] through existing mechanisms (e.g., ISP
offering of Internet access to xDSL users.)

Support for Internet access through the NGN core network, that includes end to end transparency, peer to
peer applications and some other Internet services, is in scope of NGN, but not required in Rel.1 (i.e., in
Release 1, actions by the RACF or other NGN functions may impact Internet connectivity traversing the
NGN.)

Examples of Internet services can be found in both the list of multimedia services and the list of other
services as provided in this document.

5.5 Other services

The list of services in this section primarily addresses various data services common to packet data networks
and provided by an NGN.

. Virtual Private Network (VPN) services: Multi-point controlled and secured communication
services for the exchange of single or multimedia streams among restricted group of service
endpoints and making usage of shared transport stratum resources. Note: VPN functionalities could
be also act as service enabler for support of applications and user services.

. Data retrieval applications: such as tele-software.

. Data communication services: such as data file transfer, electronic mailbox and web browsing

. Online applications (online sales for consumers, e-commerce, online procurement for commercials)
. Sensor Network services: these services provide a user with information about a certain item (e.g.,

merchandise) upon the user’s request. This can be realized by attaching an identifier to the item,
accumulating the historical information of the item through the NGN and retrieving the
accumulated information through the NGN. For example, the history of a piece of vegetable (e.g.,
harvest date, region of cultivation, name of the farmer, etc.) can be precisely recorded by using this
identifier. This identifier could be realized in various ways, for example by an RFID chip (a small
Integrated Circuit chip which can store information and can communicate using radio-wave), which
can be attached to most of items.
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. Remote control/tele-action services, such as home applications control, telemetry, alarms etc.

. Over-the-Network (OTN) Device Management —Device Management (DM) provides a mechanism
for service providers and third parties (e.g., enterprise network operators and MVNOs) to configure
devices on behalf of the user or to evaluate the status of devices (when such access has been
permitted by the user either through service agreements statically configured or through interaction
with the user.) DM relies on a network connection between a management server and an user
terminal. Typical tasks carried out using DM are determining the nature of events and alarms
generated by devices, servicing through software installation or upgrading, and configuration of
terminals by setting of parameters. Over-the-air (OTA) DM of wireless devices is possible taking
into consideration available bandwidth and latency in the network. An example of OTN DM is
developed in Open Mobile Alliance (OMA). [OMA-DM][22.057]

5.6 Public Interest Services Aspects

The services listed in this section may be applicable to NGNs. The NGN provides these services in
compliance with regional administrations and international treaties. Precise implementation of these services
is beyond the scope of this document.

— Lawful Interception

Where required by regulation or law, an NGN transport provider and/or NGN service provider shall respond
to Lawful Interception requirements. Therefore, an NGN shall provide mechanisms that make Lawful
Interception possible. These mechanisms shall provide access to Content of Communication (CC) and
Intercept Related Information (IRI) by Law Enforcement Agencies (LEA), as per the requirements of the
administrations and International treaties.

- Emergency Communications
Where required by regulation or law, the NGN shall support priority capabilities and mechanisms for

Emergency Communications using multimedia (e.g., voice, text, data and video).  Emergency
communications include:

. individual to authority communications, i.e., calls to emergency service providers, e.g., 911(USA),
110/119 (Japan), 112 (EU);
. authority to authority communications, e.g. Telecommunications for Disaster Relief (TDR) and

Emergency Telecommunications Services (ETS); and

. authority to individual communications, e.g., community notification services. TDR and ETS may
also be authority to individual communications.

Specifically, the design of the NGN shall include service and transport level capabilities to allow emergency
communications to be supported using priority/preferential schemes. Call/session control of emergency
communications and emergency communications bearer traffic shall receive priority treatment during
congestion/failure conditions. Consideration shall be given to the necessary interworking and mapping of
priority mechanisms between the various components of the NGN (e.g., between the access and the core
network priority, and between the service stratum and the transport stratum priority) to assure end-to-end
priority/preferential communication. As one method of offering individual-to-authority Emergency
Communications, Release 1 of NGN should consider support for basic access to existing individual-to-
authority Emergency Communications. The need to provide location data should be considered.

Scenarios for TDR service are included in [Y.1271].

— Users with disabilities

Where required by regulation or law, NGN Release 1 shall support users with disabilities (including
but not restricted to those with hearing and speech disabilities). Services may include relay services
for translation between different communication modes. Traditional relay services are text relay
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6

service for translation between text and voice, video relay service for translation between sign
language and voice with text, and speech-to-speech services supporting people with weak or hard-
to-understand speech. NGN should consider mechanisms to support convenient invocation of such
services.

Network/service provider selection

In order to urge competition among providers, regulation may order providers to allow users to
choose user’s favourite provider for each communication connection. NGN shall support the
capability for provider selection, where required by regulation or law.

Consumer Assistance Protection and Privacy

Where required by regulation or law, NGN shall support measures intended to provide for consumer
assistance protection and privacy. These may include:

e Do Not Call; SPAM.

These capabilities include support for reference lists or other mechanisms whereby subscribers
indicate their preferences as to unwanted solicitations.

¢ Malicious communication trace

This functionality can be used to identify a malicious user, by tracing and determining
information pertaining to the identity of the individual, the terminal and location of the
originator of a communication.

»  User identity presentation and privacy

Where required by regulation or law and where user identity is provided as part of session
signalling, the NGN shall support mechanisms to provide user identity privacy, including
network ability for presentation, restriction and override capability.

NGN Release 1 Capabilities

Based on the services identified in section 6 of this document, the following capabilities are listed as
supporting the services.

It is important to highlight that the following list has essentially an informative purpose, without any
ambition to be exhaustive and to identify the most appropriate level of functional aggregation for NGN
Release 1 realisations. Basically, this list is to provide guidelines for the NGN architecture work so that the
functional building blocks identified in the NGN architecture are able to support these capabilities.

The following classification is used:

6.1

6.1.1

6.1.1.1

Basic Capabilities — underlying capabilities and/or capabilities which are of general usage by
services and user applications

Service Support Capabilities — capabilities which are accessed and/or used directly by services and
user applications

Basic Capabilities
Connectivity Capabilities

Basic Connectivity Capability (BCC)

It provides basic point-point, or point to-multipoint, or multipoint-to-multipoint connectivity. Features of
BCC include: best effort service, limited security, etc.
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6.1.1.2 Enhanced Connectivity Capability (ECC)

Enhanced Connectivity Capability (ECC) provides connectivity as in BCC plus differentiating features such
as QoS support, advanced level of security, and access to virtual private networking,

6.1.2 Media resource management

Media resource support mechanisms are traditionally used in conjunction with traditional voice processing
services and user interactions via voice and DTMF. These are expanded in NGN in support of new data,
video and content services. Release 1 NGN provides capabilities to handle various media resources in order
to enable various applications.

6.1.3 Access Transport capabilities

Release 1 NGN provides capabilities to access NGN services by a variety of access transport functions.
Users should be able to access services from anywhere at anytime.

6.1.4 Interoperability and Interworking

Release 1 NGN should interwork with various kinds of networks. Services shall operate seamlessly across
the NGN infrastructure provided by one or more network providers. Release 1 NGN provides capabilities for
security, OAM, resiliency, quality of service and, where needed, media (audio, video, etc.) transcoding
support in interconnection scenarios with other networks in order to ensure seamless end-to-end operations
and related accounting and charging support.

6.1.5 Routing

Release 1 NGN provides capabilities to use both static and dynamic routing schemes. It shall be possible to
select the proper routing paths between the traffic originating node and the traffic receiving node according
to the traffic contract.

6.1.6 QoS-based Resource and Traffic Management

End to end QoS typically involves combinations of networks of varying infrastructure technologies as well
as of multiple operators. It may also involve endpoints of vastly different QoS capabilities. Release 1 will
provide an initial set of high-level requirements, architectures, mechanisms and guidelines to address these
diversities to enable end-to-end QoS for applications. In particular, Release 1 is aimed at providing QoS
support (i.e., relative or absolute QoS) for an application through resource and admission control (as
specified in [FGNGN-RACF]), including general coordination within and between NGNSs.

6.1.6.1 QoS service level support

NGN Release 1 shall provide Quality of Service capabilities in order to ensure the required service level for
users or applications. QoS service level support may include use of Resource and Admission control
mechanisms (via RACF) as well as QoS signalling mechanisms.

6.1.6.2 Quality measurements and prediction
NGN Release 1 provides Quality measurements and Quality prediction functionalities.

Perceptual quality metrics for NGN services and performance metrics associated with NGN functions should
be provided. Through the use of these metrics, services quality should be measured pro-actively for each
service as required by that service. Mechanisms to predict the quality of the experience of NGN services
perceived by the customer should be provided.
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6.1.6.3  Classes and Priority Management

As one method for QoS management, NGN Release 1 provides capabilities for traffic class differentiation
and priority management. NGN Release 1 shall support priority calling for emergency communications and
national security services.

6.1.6.4 Processing/traffic overload management

In order to avoid traffic and processing overload and keep response times just low enough under such
processing overload to preclude users abandoning their service requests, Release 1 NGN provides some form
of overload detection and control (including expansive controls such as load balancing and resource
replication).

6.1.7 Accounting, Charging and Billing

Charging and billing functions are supported in the NGN in order to provide accounting data to the network
operator regarding the utilization of resources in the network. These functions support the collection of data
for later processing (offline charging) as well as near-real time interactions with applications such as for pre-
paid services (online charging).

Release 1 will include the functional entities and interfaces necessary to support these capabilities for
services supported in Release 1.

6.1.8 Numbering, naming and addressing aspects

NGN is intended to provide an efficient, secure and trustworthy numbering, naming and addressing
environment for users, network operators and service providers. Regulatory requirements as well as
interoperability with PSTN/ISDN will be taken into account.

NGN should support:

. IP network addressing (IPv4 or IPv6 (or both));
. E.164 numbering

. E.164 numbering with ENUM-like support;

. At least SIP URI or TEL URI;

. Unicast, Broadcast and Multicast IP addressing.

Evolution to NGN shall ensure that the sovereignty of ITU Member States with regard to country code
numbering, naming, addressing and identification plans is fully maintained, as described in Recommendation
E.164 [E.164] and other relevant Recommendations.

6.1.9 Identification, authentication and authorization

6.1.9.1 Identification

NGN Release 1 provides capabilities for user identification, in order for network operators and service
providers to identify the users of NGN services and use this information as required (e.g. for authentication
and authorization procedures). Device identification should be enabled for devices in the following
situations:

. when the device identification provides information regarding the capabilities of the device that
might impact the delivery of services to the user;

. when the device identification provides for an ability to track stolen or misappropriated devices;
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6.1.9.2 Authentication

NGN Release 1 provides authentication capabilities to gain access to both service-related and transport-
related capabilities. Separate authentication may be required to the access network functions and to the
service functions. These capabilities may be performed separately or combined. The user device may
perform these functions transparently for the user, or direct user interaction may be required.

6.1.9.3  Authorization

NGN Release 1 provides capabilities in order to allow service access by authenticated users or devices
according to their access rights.

6.1.10 Security and Privacy

NGN Release 1 networks will contain the typical security features incorporated in existing networks and will
contain a number of incremental security features required so as to allow for secure interconnection with
other NGNs or existing networks. The related requirements are based on the application of the ITU-T
Recommendation X.805 to NGN and thus address the following dimensions of NGN security: Access
control, Authentication, Non-repudiation, Data confidentiality, Communication security, Data integrity,
Availability, and Privacy. For more details see [FGNGN-REQ] and [FGNGN-SEC].

6.1.11 Mobility management

In describing the mobility within a NGN, two distinct types of mobility are used: Personal mobility, and
Terminal mobility.

No major new interfaces for mobility are proposed for Release 1. Existing interfaces between networks,
users and terminals, users and networks, terminals and networks will be used. Release 1 continues to use
existing signalling capabilities for all types of mobility as currently defined.

Nomadism shall be supported between different network termination points.

6.1.11.1 Personal Mobility

Personal Mobility in NGN Release 1 is based on a personal identifier (e.g. the UPT number or PUI (Personal
User Identity)) , and the capability of the network to provide those services delineated in the user’s profile
[Q.1742]. Personal mobility involves the network capability to locate the terminal associated with the user
for the purposes of addressing, routing and charging of the user’s services.

For NGN Release 1, personal mobility exists where users can use registration mechanisms to associate
themselves with a terminal that the network can associate with the user. Where interfaces between users and
terminals, and users and networks for user registration exist, it is assumed these interfaces will be used for
NGN Release 1.

6.1.11.2 Terminal Mobility

For NGN Release 1, terminal mobility exists within and among networks where registration mechanisms are
used to associate the terminal to the network. Where existing mechanisms support terminal registration, it is
assumed these mechanisms will be used for NGN Release 1. Where support for terminal mobility with
service continuity exists, such support is expected to also be used for NGN Release 1.

6.1.12 OAM

NGN is formed by two separate strata, Transport and Service [Y.2011]. There are separate OAM functions
for the Transport stratum (where the principles of [G.805] and [G.809] are applied, resulting in each layer
network having its own OAM capabilities) and for the Service stratum.
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Release 1 NGN provides OAM functions for both service and transport strata.

In order to offer reliable NGN services that can support the requirements of Service Level Agreements
(SLA), it may be necessary that the NGN services have their own OAM capabilities

6.1.13 Other Basic Capabilities of Interest to Network and Service Providers

6.1.13.1 Ciritical Infrastructure Protection

NGNS shall be designed to minimize network attacks from within their own or outside networks. This may
include reporting of outages and analysis of failures. (Note: critical infrastructure protection seems an
essential capability that is required in most jurisdictions as well as by the ITU’s own treaty instruments.)

6.1.13.2 Non disclosure of information across NNI interfaces

Where required by regulation or law, or by country or regional conditions, the NGN shall have capabilities to
enable the service provider to not disclose internal or service users’ information to other entities across NNI
interfaces. Also, the NGN shall have capabilities to enable the network provider to not disclose internal
network information to other entities across NNI interfaces.

6.1.13.3  Inter-provider and universal service compensation

When services are offered to the public, providers usually seek to be compensated on some bases for
resources made available to other providers. In addition, national authorities may institute use-based
compensation mechanisms. NGNs may be required through appropriate accounting mechanisms to support
these requirements.

6.1.13.4  Service unbundling

In many national jurisdictions, it is required that service providers “unbundled” their offerings to allow
customers a choice of providers for diverse services, as well as allow providers to competitively offer their
services to customers.

6.1.13.5  Exchange of user information among providers

NGN should support standard interfaces to allow providers to exchange user information.

6.1.14 Management aspects

NGN management supports the monitoring and control of the NGN services and service and transport
components via the communication of management information across interfaces between NGN components
and management systems, between NGN-supportive management systems, and between NGN components
and personnel of service providers and network operators. The NGN Management Focus Group is
responsible for providing solutions to support the following aims of both the service support and basic
management aspects for the NGN.

NGN management supports the aims of the NGN by:

. Providing the ability to manage, through their complete life cycle, NGN system components, both
physical and logical. This includes resources in the transport stratum, service stratum, access
transport functions, interconnect components and customer networks and terminals.

. Providing the ability to manage NGN service components independently from the underlying NGN
transport components and enabling organizations offering NGN user services (potentially from
different service providers) to build distinctive service offerings to customers.
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. Providing the management capabilities which will enable organizations offering NGN user services
to offer users the ability to personalize user services and to create new services from service
capabilities (potentially from different service providers).

. Providing the management capabilities which will enable organizations offering NGN user service
improvements including user self service (e.g. provision of service, reporting faults, online billing
reports).

. Developing a management architecture and management services which will enable service

providers to reduce the time frame for the design, creation and delivery of new services.
. Supporting the security of management information, including customer and end user information.

. Supporting the availability of management services any place any time to any authorized
organization or individual (e.g. access to billing records shall be available 24/7).

. Supporting eBusiness Value Networks based upon concepts of business roles (Customer, Service
Provider, Complementor, Intermediary, Supplier (e.g. Equipment Vendor)) [Y.110] [M.3050].

. Allowing an enterprise and/or an individual to adopt multiple roles in different value networks and
also multiple roles within a specific value network (e.g. one role as a retail service provider and
another role as a wholesale service provider) [M.3050].

. Supporting B2B processes between organizations providing NGN services and capabilities.

. Allowing the management of hybrid networks comprising NGN and non-NGN (e.g. PSTN, cable
network) resources.

. Integrating an abstracted view on Resources (network, computing and application), which is hiding
complexity and multiplicity of technologies and domains in the resource layer.

. Supporting the collection of charging data for the network operator regarding the utilization of
resources in the network either for later use by billing processes (offline charging) or for near-real
time interactions with rating applications (online charging).

6.2 Service Support Capabilities

6.2.1 Open service environment

Open service environment capabilities stem from the general characteristics of the NGN in supporting and
establishing an environment for enhanced, flexible and open service creation and provisioning.

6.2.1.1 Services Coordination

Services coordination provides a means of coordinating identities, sessions, services, plus network and
device resources to applications, either in a centralized way, or with support functions distributed across user
devices, edge devices, etc. Service coordination for Release 1 will be supported where mechanisms already
exist for service coordination, e.g., IN services, OSA/Parlay API and OMA service environment..

6.2.1.2 Application Service Interworking

This capability allows interworking of application services and network entities for service creation and
provisioning.

6.2.1.3  Service discovery

Service discovery is often the first step to locate services for subsequent interaction. As such, NGN should
support this capability. Service discovery is essential for supporting user mobility and user device
independent access to services.
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An example of service discovery capability is implemented in the Web services framework (Web services
can be used to export network services and use the Universal Discovery, Description and Integration (UDDI)
registry to implement service discovery [UDDI]).

6.2.1.4  Service Registration

This capability allows the registration of other capabilities in directories of the open service environment
which are accessible by capabilities and/or applications and user services. Web services provide an example
of service framework using such registration capability: when it is wished to expose a Web service, this one
is registered in public Web service “registries” (a registry is a special directory that not only points users to a
resource, but also lets them register services with it).

6.2.1.5 Developer Support

Developers are a key part of the service delivery chain. Needs of developers include collection and
publishing of data, plus providing for a means for software developers to articulate and specify their needs,
and to identify developer interfaces.

6.2.2 Profile Management

6.2.2.1 User Profile

The User Profile Functions provides capabilities for the full range of data management functions (creation,
maintenance, deletion of individual User Profiles; access control, preferences, definition of attributes and the
interrelationships among various attributes, etc.), in addition to handling the exchange of User Profile
information with other NGN functions at both service and transport strata (such as Authentication,
Authorization, Service Registration, Mobility, Location, Charging, language preferences and mode
preferences).

Beyond simply acting as a data repository, the User Profile Functions provide a framework for evolving to
support the emerging network-based identity management and advanced identity functions. The User Profile
Functions include support for expressions of user preferences, and the ability to apply logical functions to
determine which of multiple related profile elements, or related profiles, should be made available to other
NGN functions.

The User Profile Functions provide features to enable support for a number of related capabilities including:

. Flexible control of how a user's presence and location information may be made available to other
parties
. Privacy and security functions, based on the operator as one trust anchor among many

6.2.2.2 Device Profile

Release 1 NGN provides functionalities to manage information related to customer terminals. This includes
terminal identification, address, name, static attributes such as supported media and protocols, transmission
speed, bandwidth, and processing power, and dynamically changing attributes such as the user using the
terminal, geographical location, running applications on the terminal.

6.2.3 Policy Management

Policies can be used to control access to enablers. An example of this capability is found in OMA service
environment. It provides a policy-based management means to provide protection from unauthorized
requests, and to support authorized requests with support for charging, logging, user privacy and user
preferences. Release 1 NGN provides policy management capabilities in order to ensure service access,
provisioning and management across a range of networks and technologies.
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6.2.4 Service enablers

Service enabler capabilities support more specific or advanced services and enable access and/or handling of
more specific information provided by these capabilities.

6.2.4.1 Group management

This capability provides functionalities related to the secure and efficient management of groups of network
entities (terminals, users, network nodes etc.). It may be used by applications and services for different
purposes, including VPN applications, video content distribution, over-the-network device management,
network and service provisioning and management, emergency community notification services etc.

6.2.4.2  Personal information support/management

This capability provides management of customers’ personal information and communication context related
data. Such types of information (e.g. presence information, content access, Internet TV time information
etc.), delivered by applications (e.g. presence, notification and information services) according to pre-defined
user preferences and policy attributes, may be stored and managed by the personal information
support/management on behalf of service users. This information may be also retrieved on behalf of the user
through personal information support/management acting as an user proxy for the applications.

6.2.4.3 Message handling

This capability provides management of message-based data streams. Functionalities include real-time and
non real-time messaging management as well as single and multimedia data stream management. Examples
of real-time messaging are Instant Messaging and Chat, Email and SMS are examples of non real-time
messaging.

6.2.4.4  Broadcast/Multicast support

This capability enables applications to deliver content to multiple users at the same time using broadcast or
multicast type of content delivery mechanisms.

In addition to standard point-to-point unicast, broadcast and multicast mechanisms should be supported for
efficient network resource usage and scalable content delivery.

For providing broadcast/multicast services, both transport and service stratums should provide related
capabilities.

6.2.4.5 Presence

Presence is enabled by three capability groupings:

a) Presence Collection Capability. The network provides a capability to collect information describing
the connectivity state of the device used by the user. This capability could be used, for example, to
describe the subscriber’s state of connectivity to the network. The user can also provide
information, such as availability.

b) Presence Distribution Capability. This capability enables another user to be informed of current
presence status of a particular user. The capability can also be used for another service to access the
users' presence information.

c) Presence Management Capability. NGN Release 1 provides Presence Management, a set of
capabilities to manage the presence information is managed in compliance with user privacy and
access rules requirements. The Presence Management Capabilities enables the distribution
capability to supply only part of the presence information. The Presence Management Capability
collects requests from users to receive presence information for another user. This capability also
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provides the user with the ability to determine the distribution of their presence information, e.g. to
accept or reject a request for presence information on a per watcher basis.

6.2.4.6 Location management

Location is an enabling capability for provisioning of location applications, which use information regarding
the location of users and devices within networks. The location of users and devices in networks can be
related to positioning, hence enhancing applications with local context and relevance.

6.2.4.7  Push-based support

This concerns capabilities to transmit data from an initiator to a recipient without a previous user action, e.g.,
SIP-based Push mechanism. In the “normal” receiver/sender model (also know as client/server model), a
recipient requests a service or information from a sender, which then responds in transmitting information to
the recipient. This is known as “pull” technology where the recipient pulls information from the sender, e.g.,
browsing the World Wide Web. In contrast to this, there is also “push” technology, which is also based on
the sender/receiver model, but where there is no explicit request from the receiver before the sender transmits
information.

6.2.4.8 Device management

Device management (DM) defines management protocols and mechanisms that enable robust management
during the entire life cycle of the device and its applications over a variety of bearers. One aspect of this is
device provisioning by which a device is initially configured with a minimum of user interaction. Examples
of DM are provided in OMA, which has specified an enabler for DM.

6.2.4.9  Session handling

NGN Release 1 provides capabilities to setup, manage, and terminate end-to-end service sessions that
involve, for example, multiple parties, a group of endpoints associated with those parties, and a description
of multimedia connections among the endpoints. These are session management capabilities in both fixed
and mobile network environments in order to accommodate different service application requirements as
well as to route session signaling to the appropriate application servers.

6.2.4.10 Web-based application support and content processing

Web browsing and content processing are important enablers which allow optimization of device capabilities
and network characteristics, building on external standards such as those defined by W3C and OMA.

6.2.4.11 Data synchronization

Data synchronization allows devices and elements within the network infrastructure, e.g., servers to
exchange data according to user or operator needs. As an example, SynchML common representation,
synchronization and device management protocols. For example, the Open Mobile Alliance Data
Synchronization V1.1.2 specification [OMA-DS], capable of synchronization networked data with many
different devices, including handheld computers, mobile phones, automotive components, and desktop PCs
is a synchronization service enabler for NGN.

6.2.4.12 Commerce & Charging

Commerce provides an increasingly important revenue stream for operators and service providers. A
charging enabler gives support to an underlying NGN charging system. This enabler provides charging
interfaces among service providers, content providers and network operators. It includes the facilitation of
event/time/session/user charging for the wvarious service types allowing differentiation between



132 Service Requirements

communication, content and application. The Open Mobile Alliance Charging specification, Version 1.0.1,
details such a charging enabler [OMA-CS].

6.2.5 PSTN/ISDN emulation support

These are specific capabilities to support the PSTN/ISDN emulation services.

NOTE — PSTN/ISDN Simulation services use the capabilities of the IP Multimedia Service Component and therefore
do not require additional specific capabilities.

6.2.6 Other Service Support Capabilities of Interest to Network and Service Providers

6.2.6.1  Public Interest Services aspects

Where required by regulation or law, NGN Release 1 shall provide capabilities for the support of public
interest services. Specific capabilities will depend on needs of regional administrations and international
treaties.

6.2.6.2 Digital Rights Management

NGNs may be required to support the management and use of digital objects that are subject to copyright
protection.

6.2.6.3 Fraud Detection and Management

NGNs may be required to support the detection and minimization of activities that misrepresent the identity
of the parties, the nature of the services or transactions, or payments therefore. These capabilities will also
be especially important for NGN operators in supporting roaming and other nomadic capabilities. (Note:
fraud detection and management seems an essential capability that is required in most jurisdictions as well as
by the treaty instruments, and by most operators among themselves.)

6.2.6.4 Number portability

Where required by regulation or law, number portability shall be supported. Number portability allows users
to keep the same number when the customers change providers or service delivery technologies such as
among wireline, cable or mobile.
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Appendix I
Service Descriptions and Use Cases

(informative)

I.1 General Use Cases
1) Telephone Service among VoIP/IP Phone and Mobile Phone

Packet-based telephone service is similar to telephone service of circuit switched network. Mutual
communication between fixed-terminal and mobile terminal and roaming service are provided. Also, the
phone network traces the location of users using the user identification functionality. So one can be reached
by one phone address regardless of where the person is and regardless of which terminal the person uses.

2) Video Telephony and Total Conversation

Video telephony service is basically point to point real time multimedia communication service between
human users providing communication in video and voice. Total conversation is a similar service providing
real time text in addition to video and voice. They can be enhanced with additional features such as
multimedia messaging service (MMS) and interactive video responder. For example, when the called person
is not available, video, picture or text messages can be shown on the calling person’s terminal. And the
calling person can select the action such as forwarding the call to mobile terminal, leaving video message or
emailing to the person.

Also the quality of the video or voice is automatically adjusted depend on which access transport function is
used. When the call connection is established, the network automatically detects the type and quality of the
access connection (such as dial-up, xDSL, FTTH, WLAN etc.) of each end, and measures the end-to-end
quality of the call connection, Notifying the quality information of the call connection to user terminals, each
user terminals can adjust the bit rate of the video stream, and the video quality which each user sees can be
optimized. When adjusting the video quality, the requirements of people requiring good flow of the video
image for use in sign language and lip reading should be considered so that when conditions call for quality
sacrifice, first spatial resolution is reduced and then as a last resort the temporal resolution.

3) Video on Demand (VOD) / Digital TV Channel Distribution

This service enables broadcasting of communication services in networks. Every pattern of communication
as on demand (VOD) and TV channel distribution are assumed. We assume such broadband data
communication as transmitting high-capacity data e.g. HDTV. Even if all the registered users' access occurs,
quality of video should not be affected. Since needs for the service will be different for each users, service
level should be agreed between the user and the service provider when the user subscribe the service, Size of
the screen, frames per second and price will be different depend on the SLA, and even the same content
should be delivered differently based on the each user's SLA. Moreover, if a user watches TV program using
many kind of terminal such as fixed television, fixed PC, mobile terminal, and so on, the bit rate of the video
should be automatically adjusted depending on the capacity of the terminal and access transport function.
When a user changes terminals, the session management should be considered. For example, a user can
suspend a video session on TV at home and then resume the session on PC at his/her office.

In order to provide the high bit rate and real time broadcasting service to all people throughout city or nation,
a network needs to support an efficient data delivery mechanism. Since broadcasting is a one-to-many type
communication, the delivery network should support that communication type which may need different
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mechanism from one-to-one communication. Multicast type contents delivery will be one of the methods that
support one-to-many type communication.

4) Multimedia Conference

The application that enables many users registered and authorized to join in a conference with terminals
handling multimedia data as video, voice, image and real time text. It realizes interactive communication not
only attending that meeting but also sending messages in any media. Users can specify other person with a
user-friendly name like URL and domain name, network will translate the name into a network address or
number to connect. That makes it possible that various media as voice, image and video are treated as well as
text data like instant massage and displayed them in the suitable way according to condition of users. Also,
value of ubiquitous is provided because users can receive services from everywhere and with every terminal
connected to the networks. This multimedia conference can be used for a virtual community site.

Communication type of multimedia conference is many-to-many type communication which is different
from one-to-one and one-to-many type, especially in terms of scalability. Technique like multicast could be
applied to this type of communication also. Moreover, it is important to adjust the quality of media (bit rate)
depending on the each user’s condition or type of access transport function.

server

Figure 1.1 — Example of Multimedia Conference

Figure 1.1 is a an example of multimedia conference which, with a number of networks as mobile and fixed
telephone worked together, users of each network can join. According to the profiles of users and/or
terminals, text, voice and image can be transmitted in the suitable way. In so doing, regarding quality of
service, the regular quality which provides stable services has to be guaranteed through the networks.

5) Online applications (e.g. Sales/Commerce, Gaming ...)

A variety of commercial services, such as online sales for consumers, online procurement for commercials
and information providing service will be deployed. It is supposed that more complicated services using web
service or agent technology will be provided. For consumers, there are examples of service that recommend
shops based on the user profile and the nearest shop according to user location. On the other hand, for
business use, it is necessary that quality terms of network are guaranteed and reliability is ensured in order to
carry out mission critical transactions without fail. At the same time, a function for security needs to be
enough in order not to leak information.
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6) Remote control of Home applications (Ubiquitous Network with Home electric appliances and
Sensing devices)

It is assumed that home electric appliances, through the use of wireless technology such as Bluetooth, will
become NGN enabled and thus can be integrated into networks. The term electrical appliances is to be
interpreted in the most general sense and is intended to include such devices as security cameras, traffic
observation cameras, observation devices for care and water meters. As a result, these home electric
appliances and various sensors can be monitored and controlled from a distant place and will require an
access control capability which allows for authentication of users.

7) Services utilizing location information

Considering mobility management on ubiquitous environment, NGN should consider mechanisms to manage
location information of users and terminals. Location information will be from GPS, indoor positioning
service, RFID and telecom positioning information (like cell station information). Location information is
useful for NGN services like tour guide service, user service, assistance service for handicapped and
emergency call.

. . Assistance
Tour guide User services for disabled Emergency call
A per®ns

& [
]
-0

NGN Location Management
Mobile Management
ocation Information
Sources
Location of Location of GPS Other positioning method
fixed terminal cellular base station using RFID, Bluetooth, etc.

Figure 1.2 — Services utilizing location information

8) Lawful interception

In NGN, capturing, monitoring and recording of a specific data stream within a network should be possible
when requested by regulatory bodies. And also, the lawful interception of various means of communications,
such as voice, video, e-mail, IM etc., is needed. Though link speed of the network is becoming more than a
gigabit, routers should have a functionality to enable that interception.
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NGN
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Figure 1.3 — Lawful Interception
9) Prioritized communication/traffic handling

Considering NGN to become percolated through the whole society, urgent calls e.g. emergency call, criminal
call need to be treated as a priority. It has to be possible for a computer and PDA as well as fixed and mobile
phone to make such an urgent call (e.g. refer to E.106/draft F.706 Recommendations).

10) Presence Enhanced Services

The presence service provides access to presence information of a user, user’s devices, and services to be
made available to other users or services. The presence information might be from users who want to provide
their presence information to others or network systems which care about the user’s session or service status.

Use of this service will make the almost of NGN services currently present including real-time
conversational voice/video services, instant messaging, messaging services such as SMS, MMS, push to talk
over NGN and so on, much more enhanced and enriched. These enhanced services may infer the current
status, availabilities, and preferences of a user to initiate the various kinds of communications by accessing
the presence information for the user’s devices and services.

Examples of such enhanced services are as follow,

- User A who wants to communicate with his friend B finds that B’s phone is busy on A’s buddy list,
so A may send SMS message to him instead of phone call. (retrieve the call status information from
presence server interworking with session controller)

- User A finds out on his buddy list a friend B is game on line and joins that game session by driving
his game program. User A also may invite the other friends who use the game phones and in idle
state to join the game, while sending SMS to the friend who is busy to hang up the phone and join
the game. (retrieve the application service status information from presence server interworking
with various application servers)

- User A is always provided the stock information that he is interested in by registering the CP agent
as his buddy. When the price of stock matches the conditions preset, he is noticed by SMS message
or by CP agent buddy status warning. (provided the information services by registering various 3"
party contents providers on the buddy list)
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1.2

User A initiates the conference call with his buddy members by just clicking the buddy icon of
presence client on his device. The conference service initiates the conference call to the members
who are idle states while sending SMS requesting joining the conference to the members whose call
status are busy.(provided the enhanced application services requiring media to be converted and
directed to specific devices based on presence information using enhanced easy to use presence
client )

User A is travelling to distant land. Upon connecting his or her computer to the network, User A
sees in the buddy list that User B is online. User A initiates a videophone call to User B to discuss a
future trip. User B had a stroke a couple of years ago that affected his speech. So, when User B
wants to contribute to the discussion he types in the text area and the text appears in near real-time
on the User A’s terminal. User B shares his experience from an earlier trip to that distant land by
sending photos, They discuss plans for future travel based on these pictures. Finally they decide
upon the destination of the trip. User A establishes a link to a travel information site to request
information for their continued planning after the current call.

Presence Enhanced Services

Presence
Information

Various contents

Figure 1.3 — Presence enhanced Services

Business Use cases

Use cases:

e N

business meetings through voice text, video telephony, total conversation and conferencing
secure access to the corporate network from outside the office (VPN)

access to email and the world wide web from laptop, handheld PC and cellphone

handover of applications (eg. VoIP) between enterprise or home wireless hotspots and WAN
roaming of terminals across network domains and operators

use of multimedia information sharing tools, such as 'whiteboarding'

route in-coming faxes and multimedia messages to particular terminal or network server

synchronization of work office with home office applications
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9. cooperative product development from multiple remote locations

10. Device-management monitor/control services

11. Download the device management info through Over the Air Multicast and Broadcast

12. Customer Service Desk supporting deaf clients, through a video relay service or a real time text

relay service for translation between sign language and voice or between real time text and voice.

Special considerations:

secure mobile access from any location with wireless signal coverage
support for a wide variety of device types and capabilities
transcoding or adaptation of content according to network and/or terminal capabilities

mobile location services

1.3 Medical Use Cases

Use Cases:

1. a doctor on the move requires storage and manipulation of patient data

2. immediate on-site video transmission to doctor as first aid

3. transmission of medical data to doctor or consultant

4. transmission of surgical treatment to remote medical staff

5. communication with older people in home care, who may need to see the person they are talking to
and have text or lip-reading to compensate for hearing reduced by age.

6. Mobile Telemedicine System

Ambulance

- Exchanging patient’s vital data,
- images, medical information
- Video conference

o o0 - Priority Control
- Mobile QoS Assurance Hospital

Figure 1.4 — Mobile Telemedicine System

Mobile Telemedicine is a service for communication between ambulance and hospitals, and it enables to
share medical data (real-time vital data from ambulance, medical care information and so on) of patient
among medical experts in hospitals, and supports quick decision to save the patients life. Because this
service manages life-threatening information, communication link should be highly reliable even though



2.1 — NGN Release 1 scope 139

wireless communication media will be used. NGN shall support priority management of emergency call and
quality assurance of mobile communication.

NOTE - priority management of emergency calls is for further study.

Special considerations:

. large data volumes

. scalable data, including lossless data storage

. transcoding or adaptation of content according to network and/or terminal capabilities
. reliability

. privacy

Appendix II
Examples of categorization of Services

(informative)

I1.1 Basic/Enhanced services versus Service/Transport stratum

Table I1.1 — Basic/Enhanced services versus Service/Transport stratum categorization

Service Stratum Transport Stratum

Basic Services E.g. E.g.

Point to Point voice, Bandwidth and circuit

Point to Point fax wholesaling

Point to Point text services

Point to Point total conversation (video,

text and voice)

Point to Point video services
Enhanced Services E.g. E.g.

Multi-point voice, fax and video services | Virtual Private connectivity
Content Delivery services

Presence Services

Multi-media conferencing




140

Service Requirements

11.2 Unicast/Multicast/Broadcast versus Real-time/Non-real-time: General mapping

Table I1.2 — General Unicast/Multicast/Broadcast versus Real-time/Non-real-time categorization

Real time Non-real time
Unicast | Peer-to- Single medium Single medium
peer - (voice) Telephony- Instant messaging / Chat - e-mail
- Gaming - SMS
- File sharing - Fax
- Voice conferencing
- Push to talk
-Push to view
-Emergency messaging services
Multi media Multi media
- Video telephony - MMS
- Text telephony
- Total conversation
- Video conferencing
- White boarding
- Emergency messaging services
Client- Single medium Single medium
server - Gaming- Voice conferencing- Radio (broadcast) streaming- | - Music on demand (MoD)
websurfing - Video on demand (VoD)
Multi media Multi media
- Video conferencing
- TV (broadcast) streaming
- Video security
Multicast Single medium Single medium
- Radio multicast - OTA/OTN device
- Gaming management
- Emergency alert - cell broadcast SMS
Multi media Multi media
- Video multicast - cell broadcast MMS
- Gaming
Broadcast Single medium Single medium

- Radio broadcast

Multi media
- TV broadcast

Multi media
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IL.3 Business Mapping
Table 11.3 — Business Unicast/Multicast/Broadcast versus Real-time/Non-real-time categorization
Real time Non-real time
Unicast | Peer-to-peer | Single medium Single medium
- Identity management (Personal, security inventory) -
- Location applications
- Presence applications
Multi media Multi media
- 'Whiteboarding' - Product marketing
Client-server | Single medium Single medium
- e-commerce - Product database access
- Stock trading
- Business transactions
- Product software updates
- User portal personalization
- Terminal software integrity checks
- Remote monitoring of terminal radio capabilities
Multi media Multi media
- professional training - e-Learning
- marketing tools
Multicast Single medium Single medium
- Sales targeting - Electronic publishing
- Traffic Alert - Electronic Coupon
- Traffic Alert
Multi media Multi media
- Traffic alert with route info. - Traffic Alert with route info
Broadcast Single medium Single medium

- Radio broadcast

- Sales promotions

Multi media

- general news, financial and travel info

Multi media

- Movie trailers
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11.4 Medical Mapping

Table I1.4 — Medical Unicast/Multicast/Broadcast versus Real-time/Non-real-time categorization

Real time Non-real time
Unicast | Peer-to-peer | Single medium
- Medical sensor applications | - Medical sensor data applications
- Patient surveillance
Multi media Multi media
- First aid assistance - Medical database transfer (large data size, lossless
- Medical inspection relay storage)
Client- Single medium Single medium
server - Equipment data logging - Equipment data processing or viewing
Multi media Multi media
- Home medecine - Personal medical database (large data size, lossless
- Telepresence storage)
- Medical library / diagnosis
Multicast Single medium Single medium
Multi media Multi media
- Specialized medical training | - Targeted advertising of health products
Broadcast Single medium Single medium

- Alerts by Center of Disease Control

Multi media

- Medical profession
education

Multi media

- Medical product information distribution
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Appendix 111

(informative)

Mapping of Services and Service Enablers Capabilities

This Appendix provides an example mapping of most of the services identified in Section 6 to selected
“service enablers” capabilities in Section 6.1.4. The mapping is not meant to be exhaustive nor represent
requirements for support. Since data communications, on-line services, and remote control services may be
transparent to the service enablers identified in this table, they are not included in the services list. Also,
PSTN/ISDN emulation is not included in the table since the services are prescribed and would not use the

service enablers.

Table I11.1 — Illustrative mapping of Services to Service Enabler Capabilities

Services\Service
Enablers

Presence
Support

Location
Support

Group
Support

Personal
Informa
tion
Support

Message
Handling

Broadcast/
Multicast
Support

Push-
Based
Support

Session
Handling*

Real-time
Conversational Voice
services

Real- time Text

Messaging services

Push to talk over NGN

Point to Point
interactive multimedia
services

Collaborative
interactive
communication
services

Content Delivery
Services

Push-based Services

Broadcast/Multicast
Services

Hosted and transit
services for enterprises

Information Services

Presence and general
notification services

3GPP Release 6 and
3GPP2 Release A
OSA-based services

Data Retrieval

=

Sensor Network

Over the Network
Device Management
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Appendix IV
Bibliography of Informational References

(informative)

ITU-T Series of Documents

[E.164]
[F.703]
[F.724]

[F.733]

[F.741]

[F.742}

[G.805]
[G.809]
[G.799.1]

[G.IP2IP]

[H.510]

[H-suppl]

[M.3017]

[M.3060]
[M.1645]

[1.230]
[1.250]
[Q.833.1]
[Q.1200]

ITU-T Recommendation E.164, The international public telecommunication numbering plan
ITU-T Recommendation F.703, Multimedia Conversational Services Description

ITU-T Recommendation F.724, Service description and requirements for Videotelephony
services over IP networks

ITU-T Recommendation F.733, Service description and requirements for Multimedia
Conference Services over IP networks

ITU-T Recommendation F.741, Service description and requirements for Audiovisual on
Demand Services

ITU-T Recommendation F.742, Service description and requirements for Distance Learning
Services

ITU-T Recommendation G.805, Generic Functional Architecture of Transport Networks
ITU-T Recommendation G.809, Functional architecture of connectionless layer networks

ITU-T Recommendation G.799.1, Functionality and interface specifications for GSTN
transport network equipment for interconnecting GSTN and IP networks

ITU-T Recommendation G.IP2IP, Functionality and Performance of an IP-to-IP Voice
Gateway optimised for the transport of voice and voiceband data

ITU-T Recommendation H.510

ITU-T H-series Supplement 1 Low bitrate video quality requirement from Sing language and
lip reading application

ITU-T Recommendation M.3017, Framework for the integrated management of hybrid
circuit/packet networks

ITU-T Recommendation M.3060, Principles for the Management of Next Generation Networks

ITU-T Recommendation Q.1645, Framework and overall objectives of the future development
of IMT-2000 and systems beyond IMT-2000

ITU-T Recommendation 1.230, Definition of bearer service categories
ITU-T Recommendation 1.250, Definition of supplementary services
ITU-T Recommendation Q.833.1, Asymmetric digital subscriber line (ADSL)

ITU-T Recommendation Q.1200 Series, General series Intelligent Network Recommendation
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[Q.1236]

[Q.1702]

[Q.1703]

[Q.1761]

[T.140]
[Y.110]

[Y.1271]

ETSI Series

[22.057]

[22.708]

[22.140]
[22.146]
[42.033]
[22.127]
[23.141]
[23.228]
[26.235]

[101.331]
[133.106]

Open Mobil
[OMA-DS]
[OMA-DM]
[OMA-CS]
[OMA-OSE]
[OMA-PoC]

ITU-T Recommendation Q.1236, Intelligent Network Capabilities Set 3 — Management
Information Model Requirements and Methodology

ITU-T Recommendation Q.1702, Long-term vision of network aspects for systems beyond
IMT-2000

ITU-T Recommendation Q.1703, Service and network capabilities framework of network
aspects for systems beyond IMT-2000

ITU-T Recommendation Q.1761, Principles and requirements for convergence of fixed and
existing IMT-2000 systems

ITU-T Recommendation T.140, Protocol for Multimedia Application Text Conversation

ITU-T Recommendation Y.110, Global Information Infrastructure principles and framework
architecture

ITU-T Recommendation Y.1271, Framework(s) on network requirements and capabilities to
support emergency telecommunications over evolving circuit-switched and packet-switched
networks

of Documents

ETSI TS 122 057 V5.3.1, Mobile EXecution Environment (MEXE) service description;
Stage 1.

ETSI TS 122 078 V3.3.0, Customised Applications for Mobile network Enhanced Logic
(CAMEL); Service description, Stage 1.

ETSI TS 122 140 V5.3.0, Multimedia Messaging Service (MMS);Stage 1.

ETSI TS 122 146 V6.6.0, Multimedia Broadcast/Multicast Service (MBMS);Stage 1..

ETSI TS 142 033 V6.0.0, Lawful interception - stage 1.

ETSITS 122 127 V5.5.0, Service Requirement for the Open Services Access (OSA); Stage 1.
ETSI TS 123 141 V6.8.0, Presence service; Architecture and functional description; Stage 2.
ETSI TS 123 228 V6.10.0, IP Multimedia Subsystem (IMS); Stage 2.

ETSI TS 126 235 V6.4.0, Packet switched conversational multimedia applications; Default
codecs

ETSI/TS 101 331 Requirements of Law Enforcement Agencies

ETSI/TS 133 106: UMTS; Lawful Interception requirements

e Alliance Specifications
Open Mobile Alliance, Data Synchronizaton, Version 1.1.2
Open Mobile Alliance, Device Management, V1.1.2.
Open Mobile Alliance, Charging Specification, Version 1.0.1
OMA-Service-Environment-V1_0 1-20050614-A

Open Mobile Alliance, Push to talk over Cellular, Version 1
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Open Service Access

[OSA-Parlay-X] Open Service Access (OSA), Parlay X Web Services, Parts 1-14, ETSI ES 202 391-
[1-14] V1.1.1 (2005-03)

[OSA-Parlay-4] Open Service Access (OSA), Application Programming Interface (API), Parts 1-14,
ETSI ES 202 915-[1-14] V1.3.1 (2005-03)
[OSA-Parlay-5] Open Service Access (OSA), Application Programming Interface (API), Parts 1-15,

ETSI ES 203 915-[1-15] V1.1.1 (2005-04)

IN Services
[TIA-771] TIA/EIA/IS 771-1, Wireless Intelligent Network

[TIA-873] TIA/EIA 873.002, All IP Core Network Multimedia Domain - IP Multimedia Subsystem -
Stage-2 (2003)

UDDI Specifications

[UDDI] UDDI Spec Technical committee, UDDI Specification, Version 3.0.2
References for Access Network technologies

Wireless Local Area Network [WLAN]

[802.11] IEEE 802.11 Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY)
Specifications, 1999

[802.11a] IEEE 802.11a Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY)
specifications: High-speed Physical Layer in the 5 GHz Band, 1999

[802.11b] IEEE 802.11b Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY)
specifications: Higher-Speed Physical Layer Extension in the 2.4 GHz Band, 1999

[802.11d] IEEE 802.11d “Specification for Operation in Additional Regulatory Domains”, 2001

[802.11e]  IEEE 802.11e Draft - Medium Access Control (MAC) Quality of Service (QoS) Enhancements,
2004

[802.11f] IEEE 802.11f Recommended Practice for Multi-Vendor Access Point Interoperability via an

Inter-Access Point Protocol Across Distribution Systems Supporting IEEE 802.11 Operation,
2002

[7802.11g] IEEE 802.11g Further Higher-Speed Physical Layer Extension in the 2.4 GHz Band, 2003

[802.11h]  IEEE 802.11h Spectrum and Transmit Power Management Extensions in the 5GHz band in
Europe 2002

[802.111] IEEE 802.111i Medium Access Control (MAC) Security Enhancements, 2004
[802.11j]  IEEE 802.11j Draft - 4.9GHz-5GHz Operation in Japan, 2004

[802.1X] IEEE 802.1X IEEE Standard for Local and Metropolitan Area Networks - Port-Based Network
Access Control”, 2001

Broadband Wireless Access [BWA]
[802.16] IEEE 802.16-2001 Air Interface for Fixed Broadband Wireless Access Systems
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[2802.16a] IEEE 802.16a-2003 Air Interface for Fixed Broadband Wireless Access Systems—
Amendment 2: Medium Access Control Modifications and Additional Physical Layer
Specifications for 2-11 GHz

[802.16c] IEEE 802.16¢-2002 Air Interface for Fixed Broadband Wireless Access Systems--
Amendment 1: Detailed System Profiles for 10-66 GHz

[802.16e] IEEE 802.16e-2002 Draft — Air Interface for Fixed Broadband Wireless Access Systems--
Amendment for Physical and Media Access Layers for Combined Fixed and Mobile Operation
in Licensed Bands

Asymmetric Digital Subscriber Line (ADSL)

[G.992.1] ITU-T Recommendation G.992.1 series, Asymmetrical digital subscriber line (ADSL1)
[G.992.3] ITU-T Recommendation G.992.3 series, Asymmetrical digital subscriber line (ADSL2)
[G.992.5] ITU-T Recommendation G.992.5 series, Asymmetrical digital subscriber line (ADSL2+)

Single-pair High-speed Digital Subscriber Line (SHDSL)
[G.991.2] ITU-T Recommendation G.991.2, Single-pair high-speed digital subscriber line (SHDSL)

Very-high-speed Digital Subscriber Line (VDSL)
[G.993.1] ITU-T Recommendation G.993.1 series, Very-high-speed digital subscriber line (VDSL1)
[G.993.2] ITU-T Recommendation G.993.2 series, Very-high-speed digital subscriber line (VDSL2)

Synchronous Digital Hierarchy (SDH)

[G.707] ITU-T Recommendation G.707, Network node interface for the synchronous digital hierarchy
(SDH)

Optical point-to-point
[802.3ah]  IEEE 802.3ah 100Base-LX/BX and 1000Base-LX/BX

Broadband Passive Optical Network (BPON)

[G.983 series]  ITU-T Recommendation G.983 series, Broadband passive optical networks, BPON

Gigabit-capable Passive Optical Network (GPON)

[G.984 series] ITU-T Recommendation G.984 series, Gigabit-capable passive optical networks, GPON

Gigabit Ethernet Passive Optical Network (EPON, GEPON)

[802.3ah]  IEEE 802.3ah 1000Base-PX, Gigabit Ethernet passive optical network (EPON, sometimes
called GEPON)

Broadcast [BDCST]

[DVB-S] ETSI EN 300 421 DVB-S: Framing structure, channel coding and modulation for 11/12
GHz satellite services

[DVB-S2] ETSI EN 302 307 DVB-S2: Second generation framing structure, channel coding and
modulation systems for Broadcasting, Interactive Services, News Gathering and other
broadband satellite applications (DVB-S2)
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[dvb-T] ETSI EN 300 744 DVB-T Framing structure, channel coding and modulation for
digitalterrestrial television

[DVB-H] ETSI EN 302 304 DVB-H: Transmission System for Handheld Terminals (DVB-H)

[DVB-SI] ETSI EN 300 468 DVB-SI: Specification for Service Information (SI) in DVB systems

[DVB-Data] ETSI EN 301 192 DVB-Data: Specification for data broadcasting

[ATSC 53C] ATSC A/53C: ATSC Digital Television Standard, Rev. C

[ATSC 65B] ATSC A/65B: Program and System Information Protocol for Terrestrial Broadcast and
Cable, Rev. B

[ATSC 90] ATSC A/90: Data Broadcast Standard

[ARIB B10] ARIB STD-B10 Service Information for Digital Broadcasting System

[ARIB B20] ARIB STD-B20 Transmission System for Digital Satellite Broadcasting

[ARIB B24] ARIB STD-B24 Data Coding and Transmission Specification for Digital Broadcasting

[ARIB B31] ARIB STD-B31 Transmission System for Digital Terrestrial Television Broadcasting
(ISDB-T)

[J.160] Architectural framework for the delivery of time-critical services over cable television
networks using cable modems

[J.178] IPCablecom CMS to CMS signalling

[J.179] IPCablecom support for multimedia



2.2— NGN Release 1 Requirements 149

2.2 — NGN Release 1 Requirements*

Abstract

This document provides the update of the NGN Release 1 Requirements document generated as WG1 output
of London, November 2005 FG NGN meeting.

Table of Contents

Page

1 Lo o1 OSSPSR 151
2 RETETEICES ...ttt ettt sttt et et ebe et b sees 151
3 Definitions and ADDIEVIATIONS .........cccuiiiiiiiiiiiieeiee ettt e eree e e eveeetaeesereeeeneesareas 152
3.1 DETINILIONS ...veiiiiiieiiie ettt ettt e et e et e et e e st e e eteeesebeeetaeesabeesasneesareeas 152

32 ADDIEVIALIONS ... eeiiiiieiieeciieeiee et e et e et e e te e s etee e ebeesbeeeteeeseseeebeeesaseesasesensseesaseeans 153

4 Requirements for basic Capabilities.........cccuevcvircriiciieriieiierie e e ere et ste e seresereesseesnes 155
4.1 Requirements for transport stratum capabilities .........cccceevirerciieicieinieeciie e, 155

4.2 Media resource ManageMENt ..........eccveeerureeriueeeereeesreesreeesseeesreessseeessseesssessssseesssees 155

43 ACCESS NMETWOTK ...ttt ettt st st e e b e sbeesaee e 157

4.4 Interoperability and INterworking...........cceevvieiciieeeiieiiie e 157

4.5 ROULING ..ottt ettt e et e e st e e e te e e et eeesbeeesaseessseeesseesnseaans 159

4.6 QoS-based resource and traffic ManagemMent ...........ccccveevveeecrieecieerieeciee e 159

4.7 Accounting, charging and billing............c.ccccvieviiiiciiieniiecieee e 160

4.8 Numbering, naming and addresSing .........cceeecvvreriieiiieeiieecee e e 161

4.9 Identification, authentication and authoriZation .............cccoeeevvveieeeiiieiiiieeeeeee e 162

4.10 SECUNILY AN PIIVACY ..viieiiieiiieiiieeeieecree et e st e et e eebeesbeeetaeesbeeesbeeesseesssaesnsaeessnes 166

4.11 MODbility MANAZEIMENL .. ..cuvieiiieeitiieiiieeieeeteeeriteeebeeetteesreeeteeesebeeesaeessseessseessseens 166

4.12 OAM Requirements for NGN........cccccooiiiiiiieiiieciie ettt ree v seaee e 167

4.13 MaANAagEMENTt ASPECES ...euvviieieiiiieeeiiieeeeieteeettee e ettt eeeesatreeeenbreeessntaeeessnsaeessnnseeeennnns 170

Status A: The FGNGN considers that this deliverable has been developed to a sufficiently mature state to be
considered by ITU-T Study Group 13 for publication.



150 Service Requirements
Page
5 Requirements for service support capabilities ..........cceeceeriierierieriienieeie et 170
5.1 OPEeN SEIVICE ENVITONIMENL ......veeevveereereeieesteeseeessresreeseeseesseesseesseesssesssesssessseesseenses 170
5.2 Profile Management ............ccvecvieriierienieiieeie et esieeseeseesereereeseesaessaesraesrnesnseenseenns 173
53 POliCY Mana@emMENL........cc.eccvieiieiieriieeieste e ete et et et e e ebeesseeteesseesraessneenseenseenns 175
54 SETVICE ENADIETS ... ettt ettt st et s nae s 176
5.5 Network eVOIULION ASPECES.....eervieriierierieeieeteesteesteesteeseesresteeseeseeseesseesseesseessnenns 182
5.6 Public iNterest SETVICE aSPECES.....ccvierurerrerrerreeireesieesteesteessresresseeseeseesseesseesseessnenns 183
5.7 Other Basic Capabilities of Interest to Network and Service Providers................... 185
5.8 Other Service Support Capabilities of Interest to Network and Service Providers .. 185
6 Other general FEQUITCIMENES ........cueeecuiierrierieeerieeeteeesteeesreeeseeessseesseeassseesssesssesesssesssseeessseans 186
6.1 NGN user equipment general TeqUITEMENTS. ........cceerveerieriereeeieeieerieesieesieeseeseens 186

6.2 End user general reqUITEMENLtS. ........c.cevueerirrieeiieeieesieesiie et eee et e e st e sieeeaeeens 186



2.2— NGN Release 1 Requirements 151

2.2 — NGN Release 1 Requirements

1 Scope

This document provides a set of general requirements of NGN Release 1, including requirements of the NGN
capabilities identified in NGN Release 1 scope [FGNGN-R1-SCOPE]. It is also aligned with the general
goals and objectives of Recommendation [Y.2001]. Detailed requirements for support of the capabilities
identified in NGN Release 1 scope [FGNGN-R1-SCOPE] are outside the scope of this document and are
specified in related documents.

2 References

The following ITU-T Recommendations and other references contain provisions, which, through reference in
this text, constitute provisions of this Specification. At the time of publication, the editions indicated were
valid. All Recommendations and other references are subject to revision; all users of this Specification are
therefore encouraged to investigate the possibility of applying the most recent edition of the
Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is
regularly published.

The reference to a document within this document does not give it, as a stand-alone document, the status of a
Recommendation.

[FGNGN-R1-SCOPE] ITU-T FGNGN deliverable, NGN Release 1 Scope

[Y.2001] ITU-T Recommendation Y.2001, General overview of NGN functions and characteristics
[M.3050] ITU-T Recommendation M.3050, Enhanced Telecommunications Operations Map (eTOM)
[G.711] ITU-T Recommendation G.711, Pulse code modulation (PCM) of voice frequencies

[G.729] ITU-T Recommendation G.729, Coding of speech at 8 kbit/s using conjugate-structure algebraic-
code-excited linear prediction (CS-ACELP)

[G.729A] ITU-T Recommendation G.729 Annex A, Reduced complexity 8 kbit/s CS-ACELP speech codec
[H.263] ITU-T Recommendation H.263, Video coding for low bit rate communication

[H.264] ITU-T Recommendation H.264, Advanced video coding for generic audiovisual services

[Y.101] ITU-T Recommendation Y.101, GII terminology: Terms and definitions

[Y.1411] ITU-T Recommendation Y.1411, ATM-MPLS network interworking - Cell mode user plane
interworking

[G.723.1] ITU-T Recommendation G.723.1, Speech coders: Dual rate speech coder for multimedia
communications transmitting at 5.3 and 6.3 kbit/s

[T.140] ITU-T Recommendation T.140, Application protocol for text conversation
[Y.1541] ITU-T Recommendation Y.1541, Network performance objectives for IP-based services

[G.1000] ITU-T Recommendation G.1000, Communications Quality of Service: A framework and
definitions



152 Service Requirements

[G.1010] ITU-T Recommendation G.1010, End-user multimedia QoS categories
[ETSI-TISPAN-R1-REQ] ETSI TISPAN NGN, Service and Capabilities Requirements;Release 1

[Y.NGN-account] ITU-T Draft Recommendation, Requirements and framework allowing accounting,
charging and billing capabilities in NGN

[E.164] ITU-T Recommendation E.164, The international public telecommunication numbering plan
[FGNGN-SEC] ITU-T FGNGN deliverable FGNGN-OD-254, Guidelines for NGN security

[FGNGN-SECREQ] ITU-T FGNGN deliverable FGNGN-OD-255, Security Requirements for NGN
Release 1

[FGNGN-FRMOB] ITU-T FGNGN deliverable FGNGN-OD-246, Mobility Management Capability
Requirements for NGN

[Y.1710] ITU-T Recommendation Y.1710, Requirements for Operation & Maintenance functionality in
MPLS networks

[Y.1730] ITU-T Recommendation Y.1730, Requirements for OAM functions in Ethernet-based networks
and Ethernet services

[1.610] ITU-T Recommendation 1.610, B-ISDN operation and maintenance principles and functions

[G.808.1] ITU-T Recommendation G.808.1, Generic protection switching - Linear trail and subnetwork
protection

[M.3060] ITU-T Recommendation M.3060, Principles for the Management of Next Generation Networks

[ATIS-NGN-FMWK] ATIS Next Generation Network (NGN) Framework — Part 1: NGN Definitions,
Requirements and Architecture

[Y.1271] ITU-T Recommendation Y.1271, Framework(s) on network requirements and capabilities to
support emergency telecommunications over evolving circuit-witched and packet-switched
networks

[E.106] ITU-T Recommendation E.106, International Emergency Preference Scheme (IEPS) for disaster
relief operations

[ETSI-TISPAN-R1-DEF] ETSI TISPAN NGN Release 1 Definition

3 Definitions and Abbreviations

3.1 Definitions
This document uses the following definitions.

Accounting: The action of collecting information on the operations performed within a system and the
effects thereof.

Address: An identifier used for routing a communication to an entity.

Billing: Administrative function to prepare bills to service customers, to prompt payments, to obtain
revenues and to take care of customer reclaims.

Charging: The set of functions needed to determine the price assigned to the service utilization.
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Customer: The Customer buys products and services from the Enterprise or receives free offers or services.
A Customer may be a person or a business.

Home Network (as used in context of section 4.3): A local area network (LAN) communications system
designed for the residential environment, in which two or more devices, e.g. personal computer (PC) and
household electric appliances and equipment with embedded computers or intelligent functionality (e.g. air-
conditioners, audio/video equipment, bath equipment, gas fittings, lighting equipment, microwave ovens,
refrigerators, television sets, and washing machines) exchange information under some sort of standard
control.

Home Network (as used in context of section 4.11): The network associated with the operator/service
provider that owns the subscription of the user.

Identity: The attributes by which an entity or person is described, recognized or known.

Identity Provider: A service provider that creates, maintains, and manages identity information for
subscribers/users, and can provide an authentication assertion to other service providers within a circle of
trust.

NGN User Identity Module: An entity that can be used to store, transport, process, dispose of, or otherwise
handle user identity information.

Priority Classification: Classification of traffic classes according to different levels of priorities.

Priority Enabling Mechanisms: The mechanisms by which appropriate treatment of traffic according to
priority classes may be enabled in the network.

Priority Signalling: Part of the priority enabling mechanisms using signalling.

Single Sign-On: The ability to use an authentication assertion from one network operator/service provider to
another operator/provider for a user either accessing a service or roaming into a visited network.

Spam: Unsolicited bulk commercial messages or calls.

Subscriber: The person or organization responsible for concluding contracts for the services subscribed to
and for paying for these services.

Terminal Equipment Identity: A unique identifier of a terminal equipment.

User: The user is the actual user of the products or services offered by the Enterprise. The user consumes the
product or service.

User Attribute: A characteristic that describes the user(e.g., user identity’s life time, user status as being
“available”, “don’t disturb”, etc.).

User Identity: A type of password, image, or pseudonym associated with a user, assigned by and exchanged
between operators and service providers to identify a user, to authenticate her/his identity and/or authorize
the use of service. Examples are biometric identifiers such as a user eye image, a finger print, a SIP URI, etc.

3.2 Abbreviations

This document uses the following abbreviations and acronyms:

AMR Advanced Multi Rate CODEC
ANI Application Network Interface
API Application Programming Interface

ATM Asynchronous Transfer Mode
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ASN Application Service Networking

ASR Application Service Resiliency

CC Content of Communication

CDR Call Detail Record

CLIP Calling Line Identification Presentation
CLIR Calling Line Identification Restriction
COLP Connected Line Identification Presentation
COLR Connected Line Identification Restriction
DHCP Dynamic Host Configuration Protocol
DSL Digital Subscriber Line

DTMF Dial Tone Multi Frequency

ETS Emergency Telecommunications Services
EVRC Enhanced Variable Rate Codec

FCAPS Fault, Configuration, Accounting, Performance and Security Management
GPS Global Positioning System

IMS IP Multimedia Sub-system

IRI Intercept Related Information

ISDN Integrated Services Digital Network
ISUP ISDN User Part

LAN Local Area Network

LEA Law Enforcement Agencies

MMS Multimedia Messaging Service

MPLS Multi-Protocol Label Switching

NAT Network Address Translation

NGN Next Generation Networks

NNI Network Node Interface

NUI NGN User Identity

NUIM NUI Module

OAM Operations, Administration and Maintenance
OMA Open Mobile Alliance

OSS Operations Support System

QoS Quality of Service

PCM Pulse Code Modulation
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PDA Personal Digital Assistant

PLMN Public Land Mobile Network

POTS Plain Old Telephone Service

PSTN Public Switched Telephone Network

SIP Session Initiation Protocol

SLA Service Level Agreement

SMS Short Message Service

TDM Time Division Multiplexing

TDR Telecommunications for Disaster Relief
UMTS Universal Mobile Telecommunications System
UNI User to Network Interface

URI Uniform Resource Identifier

URL Uniform Resource Locator

VPN Virtual Private Network

WB-AMR  Wideband-Advanced Multi Rate CODEC

4 Requirements for basic capabilities

4.1 Requirements for transport stratum capabilities

The following provides some requirements of the NGN transport stratum capabilities :

- Real time and non real time communications should be supported

- Various communicating patterns, such as one-to-one, one-to-many, many-to-many and many-to-
one, should be supported

- Adequate performance, reliability, availability, scalability levels should be ensured.

4.2 Media resource management

The NGN should support various media resources and media resource management capabilities to enable a
wide range of mediaapplications. The following provides a non-exhaustive list of applications which may
require media resource management capabilities:

- Recorded and composed announcements;

- Interactive voice response;

_ Audio recording;

— Voice mail;

- Advanced speech recognition;

- Text to speech conversion;

- Audio conference bridge;

- Video/text/audio/data bridges;
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- Applications with usage of media forking (e.g. Lawful Interception scenarios);
- Media insertion (e.g. image, text , video) in multimedia streams;

- Content caching, hosting and serving;

- Facsimile receiving and sending; and

- Streaming media playing

4.2.1 Codecs

Requirements for codecs include:

- The NGN should support different types of codecs (e.g. audio, video and text codecs). It is
recognized that some codecs play an important role in existing and emerging networks for audio
and video services: For example - G.711 in circuit switched oriented networks, G.729 in packet-
based networks, AMR (and WB-AMR for Wideband telephony) in 3G UMTS networks, EVRC in
3GPP2 networks.

- It is the responsibility of entities at the rim of the NGN (e.g. NGN terminals and user equipments)
and network equipment originating and terminating the NGN IP media flows, to negotiate and
select a common codec for each “end-to-end” media session. Therefore the NGN shall allow end-to-
end negotiation of any codec between NGN entities (terminals, network elements).

- If needed, audio transcoding is performed to ensure end-to-end service interoperability. This may be
performed for example by residential or home gateways located in the customer premises, or by
access, media or network interconnect gateways depending on the communication configuration.

- Transcoding should be avoided wherever possible.

In order to enable interworking between the NGN and other networks (including the PSTN/ISDN, mobile
networks and other NGNs) the NGN must be capable of receiving and presenting G.711 coded speech when
interconnected with another network.

When a packetisation size is not selected by codec negotiation between terminals and/or network elements or
agreed by bilateral arrangement, a speech packetisation size of 10ms samples should be used for G.711
coded speech; this is recommended as an optimum value balancing end-to-end delay with network
utilisation. It is recognised that there may be network constraints which require that a higher value is agreed
by bilateral arrangement; in such cases a value of 20ms is recommended.

NOTE — Where a packetisation size is selected by codec negotiation between terminals and/or network elements the
present document places no requirements on the value to be selected.

NOTE — The above doesn’t mandate that any audio codec be supported by terminals as well as it does not impose any
requirement that NGN networks support audio transcoding between any arbritary codec and G.711.

In addition, the following list of audio codecs is recommended:

- Advanced Multi Rate Codec (AMR): in order to support 3GPP terminals and to facilitate
interworking with 3GPP network

- Enhanced Variable Rate Codec (EVRC): in order to support 3GPP2 terminals and to facilitate
interworking with 3GPP2 network

- G.729A [G.729A]: in order to facilitate interworking with existing VolP networks and support
existing VoIP terminals

A Wide-band codec: in order to provide voice service with a superior quality experience by the end-user.

Audio transcoding may be performed to provide end-to-end service interoperability when needed, but should
be avoided wherever possible.
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In order to enable the interworking for video communication services between NGN and other networks, the
support of the H.263 profile 0 [H.263] and H.264 baseline profile [H.264] codecs is recommended.

In order to provide video services with a superior quality experience by the end-user, a high-quality video
codec is recommended.

NOTE — The above doesn’t put any requirement about the codecs to be supported by terminals nor does it mandate that
NGN shall support video transcoding between any arbitrary codec and [H.263] or [H.264].

4.3 Access network

NGN is expected to support a wide variety of application service types, especially broadband multimedia
services including video conference, streaming, and advanced telephony services. Since these services must
be accessed through access networks, access networks must satisfy a number of requirements to enable use
of such applications. In particular:

- NGNS shall support access transport functions of diverse technologies and capabilities [FGNGN-
R1-SCOPE]

— NGNS shall accommodate various end-to-end network configurations including mixed technology
access transport function configurations.

— All NGN access transport functions shall be capable of providing IP connectivity at the transport
stratum level between the end-user functions and the core transport functions [FGNGN-RI1-
SCOPE].

- An NGN access network should support broadband capabilities.

- Services and applications, including session control, shall be independent of the access network
type used.

- Parameters related to the access network should be manageable and controllable, (in order to realize
functionalities such as QoS, security and accounting) and to enable the selection of the optimal data
transmission mode, e.g. optimal speed and type of compression or conversion.

- NGNs should support connectivity of customer networks independently of their level of
configuration complexity, such as home networks.

— NGN should have access registration features at the access network level, in order to access NGN
services from the user equipment. Access networks should provide network level identification and
authentication, manage the IP address space of the access networks and authenticate access
sessions.

4.4 Interoperability and Interworking

Interoperability and interworking are two distinct functions and are defined respectively in
Recommendations [Y.101] and [Y.1411]. Interoperability and interworking are key NGN concepts and it is
required that all NGNs (and components of an NGN) be interoperable and that NGNs should be able to
interoperate and interwork with other networks.

4.4.1 Interoperability

Interoperability among multiple NGNs is essential. The NGN shall support interoperability between different
NGN domains to enable end-to-end services when users are located in different NGN domains.

4.4.1.1 Interoperability requirements between NGN components within a single NGN
administrative domain

The NGN components within a single administrative domain should interoperate.
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4.4.1.2 Interoperability requirements between different NGN administrative domains

Domain of an NGN is a management concept, that is, one domain is managed or controlled by one
management entity. Since one operator may separate management of its NGN into multiple levels or using
various policies, one operator may have multiple NGN domains.

In order to realize interoperability between NGN administrative domains, a set of network capabilities should
be supported. Such network capabilities include:

- Creating, mapping, converting and transcoding the media traffic

- Static and dynamic routing configuration

- Signalling interworking

- Conversion of name, number or address

- Exchanging charging and billing information

- Security policy

- Exchanging user and terminal profile

Interfaces between networks may partition the network into separate administrative domains. These
interfaces may need to support various functionalities for security and control. The interface between a
trusted domain and a non-trusted domain may need to remove some of the trusted domain’s internal
information and hide the user’s information. The interface between the trusted domains also may need to

hide some information about each trusted domain to provide inter-domain safeguards. The NGN structure
should be designed with these interface characteristics in mind.

4.4.2 Interworking

The NGN shall support interworking with existing fixed and mobile voice, multimedia and data networks.
In general, the interworking function should support the following:

- Control and signalling interworking;

- Media interworking;

- Application services protocol interworking

NGNs should support capabilities for determining where transcoding should be performed in the most
efficient way. This is because transcoding is a processing resource intensive task for NGNs. The term
"efficiency" used herein should be interpreted in the most general sense and thus efficiency considerations

should include considerations related to resource consumption, e.g. extra media paths, and QoS aspects, e.g.
delay impact.

4.4.2.1 Interworking with PSTN/ISDNs

NGN that interconnect with PSTN/ISDNs should support the following interworking requirements:

- Transcoding to allow interworking of different types of codecs (e.g. PCM G.711 codecs with
[G.723.1] or [G.729] codecs)

- Conversion between PSTN text telephony and packetized real time text (e.g. [T.140]).

- Termination of different types of physical/logical links (e.g. TDM 64 kbit/s, 1544 kbit/s or 2 Mbit/s
links and IP packet-based technology links.

- Support of echo cancellation and echo canceller control functions.
- Signalling protocol conversion.
- Translation, screening and filtering of signalling messages and message parameters.

- mapping between numbers and NGN resource identifiers (e.g. SIP URIs).
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4.4.2.2 Interworking with other networks

NGN shall be capable of interworking with:

- Public Land Mobile Networks (PLMN)
- Internet

- Broadcast networks

- Packet cable networks

— Enterprise networks

4.5 Routing

NGN should support routing schemes most suitable for the NGN providers. In particular NGN should
support:

- Both static and dynamic routing schemes;

- Routing schemes which can effectively operate across NGN network domain boundaries, thereby
allowing interoperability of NGNs

4.6 QoS-based resource and traffic management

Quality of Service required by an application varies greatly depending on its context. It is imperative that the
service level requested by an application is received. Further, it is desirable that processes exist to allow for
verification of provided service levels.

Applications using the NGN to provide services should be able to place a service request which is explicitly
or implicitly linked to QoS related parameters, such as throughput, delay, jitter and loss.

4.6.1 General QoS requirements
General QoS requirements:

- NGN should support a wide range of QoS-enabled services
- NGN shall provide end-to-end QoS within an NGN administrative domain

- QoS should be supported within NGN administrative domains and through the use of SLA’s for
links between NGN administrative domains.

NOTE — The definition of QoS apportionment agreements between domains of different network operators is
for further study.

- Appropriate QoS levels should be maintained even when multicast functionality is used.

4.6.2 QoS service level support, classes and priority management

Key QoS parameters of the NGN should be negotiable between the customer and the provider. The provider
response to a customer request, which includes explicit QoS needs, will be in the context of a SLA (Service
Level Agreement). The SLA shall be managed by call control (signalling) protocols that support such QoS
parameter exchanges.

NGN should support:

- User originated SLA negotiations with NGN service and network providers.

- User oriented QoS requirements, consistent with the general framework of quality of
communication services as defined in [G.1000] and with the end-user multimedia QoS categories
identified in [G.1010].
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- Access technology independent QoS classes [Y.1541] (e.g. QoS classes should be applicable from a
UNI in one access technology environment to a UNI in a different access technology environment).
- A flexible QoS architecture capable of supporting different QoS control mechanisms.
- QoS control mechanisms for traffic and congestion control.
*  which enable QoS negotiation at both the transport and the service strata and which allow
dynamic modification of QoS parameters
*  which allow operators’ implementation of transport independent and transport dependent QoS
policy controls
*  which provide the capability to extend policy-based management across multiple domains in
order to assure QoS across domains
» corresponding to different technologies and business models
*  which allow negotiation between users and applications for multimedia sessions and for
individual media components in a multimedia session, both at the time of a session
establishment as well as during the session
- QoS policy control via QoS signalling.
- Priority Classification, Priority Signalling and Priority Enabling Mechanisms.
4.6.3 Quality measurement and prediction

Perceptual quality metrics for NGN services and performance metrics associated with NGN functions will be
required, particularly when they are invoked in response to human-triggered actions.

Service quality should be measured pro-actively for each service. The frequency of measurement should
depend on the service level specifications.

Mechanisms to predict the quality of the experience of the NGN services perceived by the customer should
be provided.

4.6.4

Processing/traffic overload management

The NGN shall have mechanisms available to control overload that: [ETSI-TISPAN-R1-REQ]

4.7

strive to automatically maximise effective throughput (i.e. admitted service requests/sec) at an
overloaded resource.

achieve this throughout the duration of an overload event, irrespective of the overloaded resource’s
capacity or of the number of sources of overload;

are configurable by the service provider so that, under processing overload, a high proportion of
response times at overloaded resources are low enough so as not to cause customers to prematurely
abandon service requests;

should be possible to be applied within a service provider’s NGN, and between different service
providers’ NGNs;

Accounting, charging and billing

NGN requirements for accounting, charging and billing are summarised below:

Accounting functions, off-line (i.e. post processing) and on-line charging (i.e. charging during the
session), shall be available.

Open mechanisms should be available for charging and billing management.

Various charging and billing policies should be supported (e.g. fixed rate charging and usage based
per-session charging and billing).
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- Accounting functions should support services with multicast functionality. The accounting
functions should be able to report which user received which information as well as session start
and stop times.

- The NGN should enable all possible types of accounting arrangements, including transfer of billing
information between providers. This requirement also includes e-commerce arrangements.

NOTE — In Content Delivery Services scenarios with multicast functionality, services may be provided by joint
activities of multiple companies (e.g. several content service providers and a network service provider): charging/billing
functionality between companies is necessary in addition to charging/billing functionality to end users.

Specific accounting, charging and billing detailed requirements are addressed in [Y.NGN-account].

4.8 Numbering, naming and addressing

The following requirements are necessary to support numbering, addressing, naming and directory services,
except where noted, they apply to both the transport and service strata.

General requirements for Numbering, Naming and Addressing
- Both dynamic and fixed address assignment modes should be supported.

- Addressing system, naming system and directory service may be implemented by using an
individual mapping scheme for each service, or via a mapping scheme that is common across
different services.

— Dynamic update of the naming service database should be supported. For example, in the case of a
mobile terminal, addresses at one or more layers may dynamically change depending on the
terminal's location and databases must be capable of reflecting this.

Addressing schemes
- As a minimum, the NGN shall support Internet IP addressing schemes. [transport stratum].

— The NGN shall support IP multimedia communication establishment (in both the originating and
terminating case) using at least E.164 Telephone uniform resource identifiers (TEL URIs), e.g.
tel:+4412345678 and/or SIP  Uniform Resource Identifiers (SIP URIs), e.g.
sip:my.name@company.org, as a minimum.

- In some service scenarios, e.g. interworking with PSTN/ISDN, the NGN shall support IP
multimedia communication establishment (in both the originating and terminating case) using E.164
numbering with ENUM-like support.

- Addressing schemes should support various service types, such as unicast, multicast and broadcast.

- A group addressing scheme, which enables multicasting for such services as remote conferencing,
must be supported.

- Other naming and addressing schemes such as private numbering should be supported.

Address resolution
Recommendation [Y.2001] provides fundamental principles and requirements for name and/or numbering
resolution. In line with those, the following are required:

- High resolution speed: Resolution of a name to a transport stratum address should be fast enough to
not negatively impact real-time applications.

- High capacity: The databases storing addresses should have enough capacity to handle the
numerous concurrent resolution requests which are generated throughout the entire network.

- Scalable: An NGN database should be scalable so that it can expand in order to handle increased
demand for the address resolution.
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- Reliability: The address resolution system is directly related to the running of an NGN, so it should
have carrier class reliability. Address resolution systems shall be designed so that they are not a
single-point of failure, for example, with distributed address resolution mechanism.

- Security: Security measures shall be in place for the address resolution system. This system may use
databases that are internal or external to the NGN, e.g. an Internet DNS database. Security is mainly
maintained by means of user access authentication, data security, network data synchronization and
fault recovery.

NOTE - The criteria used to estimate whether the above address resolution requirements have been satisfied depend on
the service under consideration.

Addressing and naming interworking

An address or name in one network needs to be translated to an address or name in another. This is done as
one of the interworking functions performed when the networks interconnect. Databases and registries may
be required to perform this interworking function.

- An NGN should support multiple transport stratum address interworking scenarios without affecting
the service provided to end-users (i.e. interworking scenarios among different address domains,
such as IPv4 and IPv6 address domains, public and private address domains).Address format
conversion functionality shall be used to address format differences, in both the transport and
service strata.

- An NGN should support transport stratum address translation without affecting the service provided
to end-users.

When the address format differs or address ranges used overlap between two networks, address translation
functions are necessary. The Network Address Translation (NAT) function may be used to resolve address
range overlaps that occur for [P addresses.

4.9 Identification, authentication and authorization

The requirements in this section cover NGN User Identity (NUI). The NUI is used for addressing,
identification, authentication and authorization, and as such is not tied to any specific set of NGN services or
service modules. Furthermore, the concept of ubiquitous identification plans currently being defined and
developed by SG2 should be applicable to NGN services as well.

4.9.1 General requirements

There are requirements for identification, authentication and authorization in both the transport stratum and
the service stratum. In the transport stratum there are requirements on how the NGN transport resources can
be used. In the service stratum requirements are on the association between a user and a service or between a
user and another user, perhaps outside of the particular NGN under consideration. Sometimes the phrase
“service provider” has been used to refer to the provider of transport stratum services. In this sub-clause, the
network provider is usually shorted to “the NGN,” and the "service provider" is the exactly that, the
"provider of the service" — it could be anywhere, and is not necessarily the same entity as the network
provider.

- The NGN shall support authentication and authorization functions for both the transport and the
service strata. Transport stratum authentication requires a user to be identified by the network in
order to obtain access to the network and to privileged uses. An authentication function can be a
significant factor in protection from unauthorized use of networks, such as SPAM mail prevention.
By the authorization function, the access authority to network resources can be set up and access
violation can be prevented.
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At any time the NGN shall be able to verify the identity of users and, if desired, their association to
the terminal equipment they are using and to check the authorization of the users to use resources of
the NGN.

A service provider may provide authentication and authorization functions. However, definition of
authentication and authorization mechanisms is beyond the scope of the NGN.

An NUI

is a means for a user to access telecommunication services at any terminal on the basis of a personal

identifier and for a network operator or service provider to identify and authenticate the user. It also enables

network

operators and service providers to provide those services delineated in the user's service profile, e.g.,

addressing, routing and charging of the NGN user's calls. Furthermore, it provides a means for others to refer
to an NGN user as a target for terminating services (e.g., voice calls), information queries, and other NGN

services.

User Identity types

Every NGN end-user shall be uniquely identifiable by one or more of each of the following two
types of NGN User Identities (NUIs)

1.1. Public User Identity: An NGN number or address that is normally used by one NGN user to
contact or communicate with another NGN user.

1.2. Private User Identity: A private NGN user identity can be used to identify the NGN user to
her/his NGN network or service provider. The private NUI is one component used for
authentication.

The NGN shall allow separate identification, authentication and authorization of both users and
terminal equipment as well as verification of the association between the user and his/her terminal
equipment.

Authentication, Authorization and Accounting (AAA), performed by the NGN provider and the
service provider should be processed securely.

A service provider shall provide mechanisms that allow presentation of the public identity of the
session initiator.

A service provider shall provide mechanisms to withhold the public identity of the session initiator,
if the presentation of this information is restricted by the session initiator or the network.

A service provider who performs authentication shall support mechanisms to guarantee the
authenticity of a public user identity presented for an incoming call (e.g. CLIP).

A service provider who performs authentication shall provide mechanisms that allow the
presentation of the public user identity of the connected party to the session originator, if this is not
restricted by the connected party or the network (e.g. COLP).

The NGN provider shall be able to verify the private identity of users and terminals. Additionally it
shall be able at any time to check the authentication and authorization of users and terminals to use
resources of the NGN.

A service provider shall be able to verify at any time the private identity of users of the services it
provides. Additionally the service provider shall be able at any time to check the authentication and
authorization of users to use resources it manages.

Both private and public identities of NGN users of the transport stratum resources, (identities used
for authentication and authorization) shall be administered by the network operator.

Both private and public identities of service users of the service stratum resources, (identities used
for authentication, authorization and routing), shall be administered by the service provider and
shall not be changeable by the user.

Private NGN user identities provided for authentication/authorization shall not be visible to other
users.
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Public NGN user identities of service users shall be visible to other users if no service
intermediaries are involved.

A service provider may allow a user to access a service from multiple terminals in parallel using the
same public and private user identity.

It may be possible for a single user authentication and authorization to be used for multiple services
and using multiple private user identities via a single subscription procedure (“single sign-on”).
Note: Even when only a single authentication event is required, multiple authorization events may
still be needed. Also single-sign-on can be implemented on the client side, such that even though
multiple authentications are required, the human user only needs to establish an authentication
relationship once.

NGN Release 1 does not require support of single sign-on capabilities. However, where such support exists
with current technologies, it is expected to be also used for NGN Release 1.

4.9.2

Requirements for User Identity
Multiple User Identities

It shall be possible for an NGN end-user to have multiple public and private identities, and it shall
be possible to segregate one identity from another (e.g. for personal use and business use).
Examples of multiple private user identities are multiple registrations, call forking on multi-line
phone systems or single sign-on procedures.

Identity Portability

Public identities of users of service stratum resources should be portable, giving the NGN
users/subscribers the ability to retain their assigned NUIs and change their service providers.

Identity Independency

The public NUI should be assigned to users independent of its repository module, the user terminal
and the underlying network technologies. However, backward compatibility (e.g. for POTS
handset) may be achieved via proper inter-working functions

Support of Multiple User Identities

As the repository for NGN user identities, an NUI module (NUIM) may contain multiple unique
public and private identities each stemming from either —multiple profiles, e.g. Corporate,
Enterprise, or multiple uses, e.g. personal use and business use.

Support for Identity Attributes

An NUIM may contain different private identity attribute information such as the lifetime of that
identity for the end-user, the subscriber, the network in use, etc.

Support for Attribute Conditions

An NUIM may support specifying conditions (e.g. setting timer as validity conditions) for a user
attribute/data stored in the NUIM by an attribute provider (e.g. network, principal user, end user).

Selective Attribute Authorization

An NUIM shall support selective authorization of user’s private identity attribute information by an
attribute provider (e.g., identity lifetime).

Support for subscriber programming

An NUIM should support subscriber’s programming of different permissions for different attribute

information, e.g. access to and usage of private identity attribute information, on a per attribute
basis.
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- User and Terminal Binding

An NUIM shall support a dynamic binding of the public user identity and the terminal equipment
identity.

- Multiple Terminal Association

An NUIM shall allow association of an end user public or private identity to multiple (mobile or
fixed) terminal equipment identities. The end user may be allowed to use multiple terminals at any
given time.

- Identity Information Transfer

An NUIM shall support the transfer of the NUI information by the NGN end users providing input
either on their own terminal or on the receiving terminal (e.g. point of sale terminal).

4.9.3 Requirements for authentication

Authentication is the process of establishing confidence in user and terminal equipment identities. From the
point of view of providers, the NGN may distinguish between network authentication and service
authentication. From the perspective of consumers, the NGN may distinguish between user authentication
and terminal equipment authentication. Network authentication is the process of verifying users/terminal
equipments for network access only by network providers. Service authentication is responsible for verifying
user/device identities for service usage purpose.

These distinct authentication concepts may be unified into a single concept or be applied separately,
depending on the transport technology or business model. For example, a single authentication flow will be
processed if a network provider is also a service provider.

Specific requirements for authentication include:

- NGN should provide the capability to authenticate users or terminal equipments for using resources
in both transport stratum and service stratum.

— Depending on the underlying access networks, a variety of network authentication mechanisms may
be applied and user profiles may be located separately.

- Service authentication should be independent of the underlying access network technique and
maintain a consistent service authentication mechanism.

- The NGN may require a user/terminal equipment to either explicitly or implicitly input
authentication information.

— Private identification should be used for network authentication. This may be associated in the
scope of a single network provider (with multiple access networks) or in the scope of a single access
network.

- The NGN should support both S/W-based and H/W-based authentication mechanisms.
- Some mechanisms for device authentication may use the device profile.

- NGN should provide capabilities for authentication of the user to the service provider, and
authentication of the service provider to the user.

4.9.4 Requirements for authorization

General requirements for authorization for Release 1 NGN include:

- NGN should provide capabilities to allow service access by authenticated users or devices
according to their access rights, subscriber profiles and network policy.

- Service authorization mechanisms should be independent of underlying network technologies.

- NGN should provide and maintain consistent service authorization mechanisms across the network.
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- Authorization capability of NGN should support mobility.

4.10  Security and privacy
The NGN should provide:

- Protection against unauthorized use of network resources and unauthorized access to information
flows and applications.

- Authentication of the identity of the communicating entities;
- Data confidentiality and avoidance of unauthorized disclosure of information;
- Integrity of data to ensure that data will not be altered or destroyed by unauthorized means;

- A means to allow for accountability, whereby individuals are held responsible for the effect of any
of their actions;

- Availability and accessibility of the network, upon demand by an authorized entity

- Mechanisms to prevent non-repudiation, to prevent one of the entities or parties in a communication
from falsely denying having participated in the whole or part of the communication

- Privacy of the end-user’s data by only releasing information when authorization is obtained to do
so, e.g. preferences, profiles, presence & availability and location information.

For detailed requirements of NGN security and privacy, refer to [FGNGN-SEC] and [FGNGN-SECREQ)].

4.11 Mobility management

Mobility management involves the ability of mobile objects, such as users and terminals, to be able to roam
between different networks (NGN or non-NGN).

For both wire-line and wireless terminals, the network has to keep track of the location of the terminal. This
feature is similar to the roaming functionality associated with cellular phones. In NGN Release 1, nomadicity
for personal mobility and terminal mobility shall be supported. This sub-clause provides the general
requirements for mobility management focused on support of customer needs. For detailed requirements of
NGN mobility management, refer to [FGNGN-FRMOB].

General requirements include:

— Support of location management for user registration, location update and address translation to
enable mobility across providers’ network boundaries.

— Support of subscription management of mobile objects (independent subscription of various
objects)

- Support of device profile management which enables looking up device profiles from anywhere,
such as address, geographical location, radio condition, etc.

- Support of user profile management thereby enabling access to the user profile data or parts of it
within user’s home network, from user’s visited network’s or 3™ party networks in a standardized
and secure manner. This would allow performing management functions such as authentication,
authorization, service subscription (based on geographic location), charging, etc.

- Support for mobility related management, assuring usage efficiency, support for existing systems,
independent of access network technologies, QoS and security support.

- Provision of mechanisms for service continuity for mobile users, which enable receiving calls or
data at any time and keeping data connection while terminals are moving within the same access
network of the NGN.

- Support of security for handover to prevent unauthorised access and ensure user privacy.
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4.12

Support of location confidentiality to conceal location information of users from non-trusted
entities.

Support of paging capability for setup of incoming calls to save power in mobile terminals and
reduce signalling in the network.

OAM Requirements for NGN

It is recognized that OAM functionality is important in public networks for ease of network operation, for
verifying network performance, and to reduce operational costs by minimizing service interruptions, service
degradation and operational downtimes. OAM functionality is especially important for networks that are
required to deliver (and hence be measurable against) network performance and availability objectives
[Y.1710] [Y.1730]

4.12.1 General OAM requirements for NGN

The following OAM requirements should be satisfied by NGNs;

The ability for a network operator to choose the desired OAM functions.

The applicability of OAM functions to point-to-point and multipoint-to-multipoint applications.
The support of OAM functions to allow efficient scaling to large network sizes.

The ability to support detection of faults, defects and failures.

The ability to diagnose, localize and notify the network management entities and take appropriate
corrective actions.

The ability to prevent the customer from triggering any service or network provider OAM function.

The ability to prevent the customer from detecting or localizing failures since this is part of service
provider or network provider’s responsibility.

OAM functions should follow the same route/ path as the user plane traffic.

The following anomalies should be automatically detected and corresponding defect states, with
well defined entry/exit criteria and appropriate consequent actions, should be defined:

* simple loss of connectivity

* unintended self-replication

e lost frames

» errored frames

*  misinserted fames as per [Y.1730]

OAM functions should be backward compatible. OAM function should be defined such that a
network equipment that do not support such functions will be able to either silently discard the
OAM function or let OAM function pass through transparently without disturbing the user traffic or
causing unnecessary actions.

OAM functions should perform reliably even under degraded link conditions, e.g., error events.

Connectivity status assessment should not be dependent on the dynamic behaviour of customer
traffic according to [Y.1710], [Y.1730]

NGN should support server-client layer OAM relationships between lower layer and upper layers
(e.g., signal fail/signal degrade) in case of a multi-layer network.

A defect event in a given layer network should not cause multiple alarm events to be raised, nor
cause unnecessary corrective actions to be taken, in any higher layer level client layer networks.
The client layer network should support alarm suppression for server layer sourced defects whose
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presence have been communicated by forward defect indication means. Client layer network
should support forward defect indication capability. [Y.1710],[Y.1730]

The functionality of an OAM flow should not be dependent on any specific lower or upper layer
network. This is architecturally critical to ensure that layer networks can evolve, be added and
removed without impacting other layer networks.

The functionality of an OAM flow should be sufficiently independent of any specific control-plane
such that any changes in the control plane do not impose changes in user plane OAM (including the
case of no control-plane). Like the previous requirement, this is also architecturally critical to
ensure that user plane and control plane protocols can evolve (or control plane protocols
added/removed) without impacting each other.

Support of multiple network operator environments.

NGN services may be provided by multiple network providers. In such cases, it is necessary to
detect and notify which network provider is responsible for the defect so that quick action can be
taken.

NGN should have mechanisms that make sure that service provider/network operator’s OAM flows,
which are meant for their internal use, are confined within their networks and do not leak out to
customers or other service providers/ network operators.

If NGN service is carried over networks belonging to different operators, the operator that offers the
service to the customer should be aware of a service fault as minimal information even if the fault
and detection point is located in the network of another operator.

In order to realize end-to-end OAM functions in heterogeneous networks so that services can be
managed, OAM functions need to be supported in interworked networks.

In order to allow managing a portion of a network which is under the responsibility of a operator,
and to allow defining maintenance entities flexibly, it is necessary to support "segment" OAM
functions as well as end-to-end OAM functions. Segment means a part of an end-to-end connection
which is defined for operation and maintenance purposes.

NGN should support recording of service downtime for performance and availability
measurements.

The information produced by OAM functions should be managed so as to provide the appropriate
indications to the maintenance staff for maintaining the Quality of Service level offered to
customers [1.610].

OAM for NGN should support capabilities for performance monitoring

4.12.2 Protection switching requirements

Survivability functions are necessary to realize highly reliable networks. Among the survivability techniques,
protection switching is appropriate to realize fast and deterministic survivability.

The following are general requirements for NGN protection switching:

Support of G.805 identified trail, connectionless trail and sub-networks.

Ability to prevent network layering violations (e.g. a higher layer defect should not trigger lower
layer protection switching).

In case that there are more than one layer involved in protection switching, the lower layer shall
have priority over the higher layer (this is known as Inter-layer escalation strategy).

Support for fast triggering of protection switching mechanisms after a failure event occurred. A
completion time of 50 ms is proposed as objective for protection switching.

Both 1+1 and 1: n protection switching should be provided.
Extra traffic should be supported where possible.
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- Impacts on the performance of the network (e.g., additional delay, delay variation, bit errors, packet
losses, etc.) due to protection switching should be minimized.

- Operator control such as lockout of protection, forced switch and manual switch commands should

be supported.

Detailed requirements for specific technologies are given in various Recommendations such as [G.808.1].

4.12.3 Rerouting requirements

When serious accidents and special events occur, networks degrade or failure at the worst case may occur
because of congestion triggered by network access and systems failure.  Functionalities as rerouting
(automatic switching to alternate route and dynamic routing), downgrading of performance or quality, traffic
control mechanisms are therefore required.

These functionalities can also be regarded as part of network integrity functions.

In order to enable a dynamic routing function for maintaining communication at failure time in the network,
it may be necessary to exchange failure information and composition information (routing information etc.)
between the management functions of the network. For this reason, network status information such as
failure type, emergency level and cause may be shared.

The following are general requirements for NGN rerouting:

- It should be possible to apply rerouting on a trail, connectionless trail or on a subnetwork.

- In case that there are more than one layer involved in rerouting activity, the lower layer shall have
priority over the higher layer (this is known as Inter-layer escalation strategy).

- Rerouting mechanism should be capable of finding an alternative route within an acceptable time.

- Impacts on the performance of the network (e.g. additional delay, delay variation, bit errors, packet
losses, etc.) due to the rerouting function should be minimized.

- Operator control should not be precluded.

- Network re-optimization should be possible where necessary after the restoration of the impaired
traffic.

- When recovered from the fault and degraded state, it is required to restore performance and quality.

4.12.4 Requirements for application service resiliency

In NGN, required resiliency of application services in the case of occurrence of network's failure should be
described clearly. Required conditions for resiliency should be described for each application service, since
these vary greatly for each application service.

The following are general requirements for Application Service Resiliency (ASR):

- It should be possible for the network transport and control planes to together ensure a state of total
availability of 99.999% for the application service in the face of anticipated failure conditions.

- It should be possible to independently assign different ASR classifications to different application
services.

- It should be possible to independently assign different ASR classifications to different application
services on a per flow basis

- Depending on the ASR level in question, it should be possible for the application services covered
by ASR to experience the same level of service quality experienced prior to the failure event.

— ASR classifications should not necessarily have to be signalled to the network element by the end
user terminal
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- It should be possible for ASR to be supported from the point of ingress to the point of egress of the
service provider network.

- It should be possible to differentiate between media and control plane message flows.

- It should be possible for the user to be informed if the required ASR level cannot be met by the
network

4.13 Management aspects

Management of Next Generation Networks is intended to support a wide variety of management areas which
cover the planning, installation, operations, administration, maintenance and provisioning of networks and
services. The high-level goal will be to provide survivable and cost-effective networks.

Detailed requirements for the management of NGN networks are beyond scope of this document and are
provided in the management-specific recommendations, such as [M.3060]

5 Requirements for service support capabilities

5.1 Open service environment

Implementing new functionalities in current networks may be limited or impossible due to the capabilities of
the installed equipment. Software provisioning to implement new functionalities is essentially restricted to
the equipment vendors, since the application programming interfaces (APIs) are typically proprietary (i.e.
not open).

NGN enables new capabilities and could support a wide range of emerging services, including those with
advanced and complex functionalities. Due to a drive from the 3" party applications and service providers to
develop new service functions and capabilities accessible via open and standard interfaces, there is an
increasing need for network and service providers to cooperate in the development of standard APIs.
Furthermore, software reusability, portability, and use of commercial software should be supported to
facilitate cost effective development.

Some general benefits of an open service environment (i.e. an environment where public standards define the
interfaces) are:

- Network services can be easily developed by network operators as well as by 3™ parties.

- Network services can be made portable and/or reusable across networks.

- Open and standard application network interface (ANI) will accommodate interactions between the
NGN entities and the 3™ Party application and service providers. The ANI may also be used by
network services and applications for service creation.

Within the open service environments, each enabler shall be able to function either independently or in
conjunction with other enablers for realization of a service. Each enabler performs all corresponding service
functions for the requesting entity (e.g. third party). The services may be realized in different networks,
hence the enablers must be able to function independently from underlying network technologies.

5.1.1 Service independence

The open service environment should support the following service independence requirements.

- Independence from network providers: functionality, operations and management of third party
service provider applications and value added services should be all independent from underlying
network providers’ technologies and infrastructure.
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- Independence from manufacturers: a multi-vendor open service environment should be supported,
providing users with a wide range of value added services and applications in a competitive
environment.

5.1.2 Transparency

The open service environment should support the following transparency requirements.

- Location transparency: In a distributed environment, third party service providers should be able to
access services from anywhere through a variety of access networks and the relevant service
capability servers, regardless of the actual physical location of such servers.

- Network transparency: The open service environment should allow services to be technology and
terminal agnostic.

- Protocol transparency: Protocol transparency should be achieved by providing standardized
protocol programming interface tools for realizing independent service control process and
shielding complex network technical details to the open service environment.

5.1.3 Services coordination

The NGN open service environment should provide capabilities for coordinating identities, sessions and
services. In addition, it should offer coordination between network user device resources and applications,
either in a centralized way or with support functions distributed across user devices, edge devices, etc.
Service coordination should be supported where mechanisms already exist, e.g in open service environments
such as OSA/Parlay, Parlay X and Open Mobile Alliance (OMA) service environments.

5.1.4 Application service interworking

The NGN open service environment capability should allow interworking between application services and
network entities for creation and provisioning of value added services.

5.1.5 Service discovery

The NGN should support a wide range of services and applications which may also change over time.

- NGN should support service discovery capabilities to allow users and their devices to discover the
services, applications, and other network information and resources of their interest.

- Service discovery capabilities should allow users and their devices to discover services over any
specific underlying networking technology (e.g., cellular systems, wireless local area networks,
DSL).

- Service discovery mechanisms should be independent of the underlying networking technologies so
that they can support heterogeneous and changing network technologies

- The service discovery capabilities should allow users to discover user-interest and device-interest
services and network information.

»  User-interest services can be directly used by users. Examples of user-interest services include
directory services, translation services and shared facilities (e.g., IT support information).

*  Device-interest services can be directly accessed by, for example, mobile handsets or portable
PCs. Examples include printers, backup devices, and CD/DVD-writers.

*  Network information allows users or devices to detect and select networks.

- The service discovery capabilities should support multimedia user-interest content search (e.g.,
searching by text, image, and video). Device-interest services and information may not be directly
usable to human users, but may instead be used by user terminal devices to support networking
functions and/or the applications running on the user terminal devices. Examples of device-interest
services and information include the addresses of key networking elements that user devices need to
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know, such as authentication servers, IP address allocation servers (e.g., DHCP servers), and SIP
servers.

- The service discovery capabilities should not be limited to only the traditional client-server based
systems. Instead, service discovery may be realized using peer-to-peer technologies or a
combination of client-server and peer-to-peer technologies. The service discovery capabilities
should support a variety of scoping criteria (e.g. location and cost) to provide appropriate scaling,
with appropriate mechanisms to ensure security and privacy.

- The service discovery capabilities developed for the NGN should be independent of lower layer
protocols and should take into account scalability and bandwidth consumption (e.g. broadcast
methods should be avoided).

5.1.6  Service registration
The Open Service Environment shall provide the means to manage the registration of services. General
requirements are as follows.

- A means of configuring, installing, activating, publishing and removing services should also be
provided.

- Enablers or components of multiple third parties, and the relationship between these enablers or
components should be tracked.

- Information on changes of state should be made available, for example, due to upgrades.

- Mechanisms for discovery of service enablers or components should be provided.

5.1.7 Developer support

Developer support is a key issue of the service delivery chain, both within the incumbent service provider
and within third parties who can extend service capabilities and broaden the overall service offering.

Hence, lower service life cycle costs can be achieved by automating the process, reducing administration and
reducing integration costs in areas such as service and subscription provisioning and OAM. In addition,
service level diagnostics can be implemented in order to improve the manageability of the development
process, in order to isolate faults before service deployment.

The NGN should offer an efficient development support environment which should support:

- construction of new applications

- trialing of applications

- deployment of applications

- removal of applications

The support offered to developers should include:

- component re-use and interchangeability

- mixing-and-matching of components by management of interfaces and having consistent
- semantics of shared data/schema across these components

- support for the full life cycle of components, ranging from installation, configuration,
administration, publishing, versioning, maintenance and removal

- support of a consistent multi-vendor environment and application space

— support for delivery-agnostic application design to allow applications to be implemented without
requiring re-design for each path over which they are served.

- Tracking of dependencies between service components
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5.2 Profile management

5.2.1 User profile management

A user profile is a set of stored information related to a user (or a subscriber). In an NGN environment, the
management of the user profile attributes is especially important since the user information is required to
implement a number of capabilities, including authentication, authorization, service subscription, mobility,
location, charging, etc. user profiles include transport-related information, media-related information and
service-related information. User profiles can be stored in separate databases in the service stratum and in the
transport stratum or in collocated databases. User profiles typically include the following information (the
management of this information is a basic function of this capability):

- User identity, attribute information of individual user, e.g., uniquely assigned number or name
- User location information

- User presence information (including aggregation, which allows a user to subscribe to a single
presence entity to watch the presence information of users, which are subscribed to presence
services residing in different networks and being owned by different service providers)

- User' subscription information of services and applications, such as name of service or application,
the address of the application server, information of detect point or trigger type

- User preference information, such as privacy policy, security policy and media preferences.
- User personal information, such as contact information and address book.
- User-specific or device-specific service profiles

- Billing information, such as the address where the invoice is to be delivered

General requirements for user profile management are as follows:

- The NGN shall allow multiple user identities to be assigned to and supported by a single
subscription.

- The NGN shall allow multiple service subscriptions to be assigned to and supported by a single user
identity.

— User profile management shall include information about resources associated with the user and
user-specific rules (e.g. types of owned terminals, terminal capabilities, user preferences, etc.)

- It shall be possible to notify the NGN control entities about changes in the user profile data.

- It shall be possible for user profile information to be independent of any physical objects, such as
terminal and access link.

- It shall be possible to identify and authenticate users independently of terminals/devices recognized
by the network.

- User location is necessary to get geographical information as a network function in case of an
emergency call, etc. The NGN shall provide means to identify the location of the user from any
recognized network device. [Note: it is not expected that device location will always be known;
however, the capability should be defined within NGN.] Using a fixed phone, user location can be
identified because telephone carriers have the terminal addresses in the databases. As for mobile
phones, geographical information by Global Positioning System (GPS) may be used. For wireless
LANSs, User location can be assumed based on the location of the access point.

- In order to support the user's preferences for multimedia applications, the negotiation capability
may take into account the information in the user profile whenever applicable. This includes the
capability to route a multimedia session to a specific terminal/device, when multiple
terminals/devices share the same NGN service subscription. This also includes the capability to
route a multimedia session through a media translation service to match media preferences and
capabilities, i.e. relay services and interactive voice response.
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5.2.2

Portions of identities of NGN users such as those used for authentication, authorization and routing,
shall be administered and secured by the operator and shall not be changeable by the user.

User profile management capability shall be consistent throughout all NGNs. That is, moving from
one NGN to another should not cause alteration of how a user profile is managed.

User profile management capability of NGN should be backward compatible with user profile
management capability of the existing networks, to the extent practical.

User profiles shall allow uniform network interfaces (regardless of location) and service ubiquity
(i.e., the users’ subscribed services are also available on a “host” network). Thus users may need to
identify the entity they wish to call and the profile will interact with the network to initiate the call.

The management and application of these profiles should reflect the interaction characteristics of a
user at a specific time (i.e. they should respect and reflect the user profile’s characteristics that are
time related). The system should recognize and modify its presented interface to properly reflect the
time nature of the user profile. Note that user profiles are independent and may be dynamic.

User profile shall maintain real-time and up to date information.

User profile management should respond to queries regarding the user profile. Services and other
network functions require adequate user data in order to be appropriately customized. These can
either be “user subscription data” or “network data”.

User profile should include service profiles that are specific for the subscribed service, user
preference or user terminal.

User profiles may include billing information and shall identify information that may affect
personal security.

Device profile management

The NGN should manage the profiles of user equipments. The information for user device profiles may

include:

Terminal/device identification, address or name

General terminal information such as serial number, model, terminal type (for telecommunications,
for multimedia use, etc.)

Supported media, e.g. video, text, audio
Applicable service type such as multimedia, Internet access, communication, etc.
Static attributes such as supported protocols, transmission speed, bandwidth, and processing power

Dynamically changing attributes such as the user terminal, geographical location, applications
running on the terminal

Configuration information such as configuring communication quality, configuring the codec,
configuring the network / port

Software versions of the Operating System (OS), application manager, application client

Status information, such as network status, terminal software status, resource status, and on/off
status

User device profile information is also required in conjunction with "user profile" by a number of
capabilities, including authentication, authorization, service subscription, mobility, location, charging etc.

In order to establish the required quality for a connection between terminals in the same network or in
different networks, the terminal has to know the other party’s terminal information and has to negotiate
connection quality. For example, in the case of services like content distribution throughout networks, the
terminal characteristic information is necessary to determine the optimal speed, codec and protocol. Or, in
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the case of services which require to be aware of a user’s location, it is necessary to acquire the geographical
location information.

General requirements for device profile management are as follows:

5.3

The NGN should allow the simultaneous use of multiple access transport functions by a single
device.

Appropriate authentication should be processed whenever an individual tries to use a device based
on user profiles.

The NGN should allow alternative user interface devices that may have specific features of value
for people with disabilities.

The NGN should allow use of various kinds of device types, such as different mobile and fixed
terminal types, NGN and non-NGN terminals. Device types may include personal type (e.g. cellular
phone, SIP phone, smart phone, soft phone), family type (e.g. fixed phone, multimedia terminal,
PC, home appliance), and gateway type (e.g. home gateway, set-top box).

The NGN shall allow multiple terminals/devices to be assigned to and supported by a single
subscription.

Device profile management capability shall be consistent throughout NGN networks, and should be
backwards compatible with device profile management capability of existing non-NGN.

As part of device authentication, suitability of the device for services demanded and for the network
type should be ensured.

The device profile should provide applicable service types such as communication service,
multimedia service, and others.

The device profile shall include the IP address, MAC address and access point address assigned by
fixed or dynamic methods.

If the device supports self-provisioning, the device profile should manage the applicable
configuration files.

The device profile management should be responsible for responding to queries regarding the
device profile

The device profile management shall have the ability to notify the NGN control entities about
changes in the device profile data.

Applications should have “read” access to device profile data, irrespective of the connection status
of the device.

Device profiles should maintain the latest device information.

Device profile management shall include data on capabilities (e.g. ownership, access rights,
terminal capabilities, user preferences, etc.)

A mechanism shall be provided to allow users, or agents of users, to modify their device profile
data.

Policy management

The NGN communication services identified in this document require a capability to ensure consistency
across a range of network types and access technologies. These services must also be applied consistently
across various service provider networks. The mechanisms to provide this capability in NGN are policy
mechanisms.

Policy management may be applied to:

Service provisioning systems
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- Service set-up
- Authorization (ie. Entitlements)
— Service delivery

- Billing/metering

Policy functions should refuse or not respond to unauthorized requests, and respond to authorized requests.

5.4 Service enablers

5.4.1 Group management

This capability manages groups of users. A typical case which requires group management is a VPN service
provided by network operators. In the VPN case, a closed user group has to be defined with a member list of
users, and communications within this group should be securely protected from other users. NGN should
manage such user groups and provide secure group communications.

In addition to the VPN case, there are many applications of group communication, which require group
information. For example, simultaneous distribution of video contents by multicast requires destinations
which represent groups of users. For such application, group management is also essential.

- NGN should provide a capability which enable user groups’ definition.

- NGN should manage such user groups and provide secure group communications.

5.4.2 Personal information support

Personal information is typically stored in a user preference profile, which contains application-specific
information representative of the user's service preferences across various mobile devices and access network
types [ATIS-NGN-FMWK]. Today, most users locally store contact information on individual devices
(mobile phones, handhelds, PCs, POTS line phones, and so forth). Managing these devices to maintain
synchronization can be complicated and time-consuming. The NGN is envisioned to enable users to manage
contact information and provide access to this content in a much simpler way. Personal information types
which should be supported include aspects of personal identity information, names and phone numbers,
service membership (passwords, etc.), default application parameters, bandwidth/QoS preferences (e.g.
according to available access networks), media preferences and capabilities and provision for user-specified
data. Personal information should be protected within the network and between the network and the user to
ensure privacy and prevention of stolen identity information. Support for different user contexts and use
cases should also be provided to support mobility across home, work and vehicle environments.

Key requirements include:

— Access mode optimized for the input capabilities of the terminal device (speech recognition,
keyboard/terminal, pointer device, and so on).

- Multiple ways to manage the information to allow for different user capabilities and preferences.
- Integration of the Contact Information Base with call management and control functionality.

- Use of standard protocols for synchronizing information into local devices (e.g., LDAP)

- Privacy/security mechanisms for protecting user data

- Replication and resilient mechanisms should be provided to allow access to this information from
any one of a group of devices, and when parts of the NGN are not available.

5.4.3 Message handling

Commonly used messaging mechanisms for different device types should be supported across both fixed and
mobile networks. Examples of messaging services include
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- Instant Messaging

- Chat

- Email

- SMS

- MMS

In today’s networks, some services are supported in both wired and wireless, others are only found in one.
For example, SMS has been designed for a wireless environment, although it can now be found in some
fixed networks, whereas Instant Messaging has been designed for a wired environment, although some
mobile networks have implemented Instant Messaging type services. The expectations of these services also
differ in that some services are designed to be used in what is perceived as ‘real time’ and others are
designed as a ‘mailbox’ service where the message is stored ready for collection or delivery at a later date.
General requirements for supporting messaging services are as follows.

- NGN should support messaging service for both fixed and mobile terminals.

- NGN should support both real time and non-real time messaging services.

Instant messaging should also be supported across fixed and mobile networks, key requirements include:
- Low latency (i.e. the user perceives the message exchange as quasi-real time)

- Efficient use of available network resources (especially wireless)

- Security

- Mobility

- Support for multiple content types, for example according to device type

- Group management and message filtering should also be supported. In addition the user should be
able to configure aspects of the messaging service, such as selection, filtering, formatting, group
management and processing (e.g. SPAM isolation).

5.4.4 Broadcast/Multicast support

Services which involve transmission of data to many users simultaneously can benefit from broadcast and
multicast techniques, allowing efficient use of bandwidth. Mechanisms are needed to deploy and operate
scalable multicast services supported by a single NGN provider and which span multiple transport service
providers. Such services should be transport-agnostic as far as possible, however content reformatting or
transcoding from an application perspective may be required to optimize transmitted data according to access
network and terminal device capabilities. This is particularly important for multimedia information, and in
particular video which generally places high requirements on QoS and data-carrying capability.

General requirements for supporting broadcast/multicast services include.
- NGN should support multicast capabilities in order to realize efficient and scalable data delivery.

- NGN should provide capabilities to realize broadcast/multicast service across multiple NGN
providers.

5.4.5 Presence service

The presence service provides access to presence information and its availability to other users or services.
Presence is a set of attributes characterising the current properties (e.g., status, location, etc.) of an entity.

An entity in this respect is any device, service, application, etc., that is capable of providing presence
information. Availability, on the other hand, denotes the ability and willingness of an entity to communicate
based on various properties and policies associated with that entity -- e.g., time of day, device capabilities,
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media preferences and capabilities etc. The terms presence and availability are almost always used together
to provide a complete set of presence information.

NGN customers shall be able to be both the suppliers of presence information (sometimes called
presentities), as well as the requesters of presence information (watchers).

The Presence Service is enabled by three capability groupings. Requirements for each capability grouping
are described below.

Presence Collection

- The NGN should provide a capability to collect information describing the connectivity state of the
device used by the user. This capability could be used, for example, to describe the subscriber’s
state of connectivity or availability to the network.

- The NGN should provide a capability to collect information concerning location of the device used
by the user.

Presence Distribution

- The NGN should provide a capability to enable another user to be informed of current presence
status of a particular user. The capability can also be used for another service to access the users'
presence information.

Presence Management

- The NGN shall provide presence management, a set of capabilities to manage the presence
information collected.

- Access control to the presence information (using the presence distribution capabilities) shall be
managed in compliance with user privacy and access rules requirements.

— The presence management should enable the distribution capability to supply only part of the
presence information.

- The presence management should enable collection of requests from users to receive presence
information for another user. The presence management also provides the user with the ability to
determine the distribution of their presence information, e.g. to accept or reject a request for
presence information on a per watcher basis.

5.4.6 Location management

Some NGN applications may require location information for devices or people. So, NGN shall support a
mechanism that offers network asserted location information to applications. Mechanisms to determine and
report locations information will generally vary by access technology. This means that support for location
services should be implemented within each access technology. The NGN should provide additional services
to ensure the correctness and authenticity of location information used for its services to mitigate any
adversary effects due to fraudulent or false location information. The following are requirements for location
management.

- Privacy issues must be taken into account when defining location services.

- Personal profiles provide a means for the user to control the release of location information.

5.4.7 Push-based support

'Push' operations refer to service initiated data transmissions to a client device. Whereas the user typically
has the ability to configure push services from a range of services provided by the service providers, the
client device does not have to issue a specific request for the data to be sent. Data can be sent either as a
result of a single invocation application-dependent trigger or periodically over some time period (location
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management and device management are other service enablers that can be used in order that users can be
reached appropriately). Support should be given for using push mechanisms to give notice that other services
are available, eg. notification that a MMS message is available, or that a new application is available for
download to a terminal.

5.4.8 Device management

Device management should handle events and alarms generated by devices, servicing through software
installation or upgrading, and configuration of terminals by setting of parameters. Over the air device
management of wireless devices should be possible taking into consideration available bandwidth and
latency in the network.

Device management is the capability of service providers, service providers and device manufacturers to
manage and control the device.

- Hardware/software configuration management such as device hardware information, media
capabilities, software version

- Remote software upgrades such as bug-fix, capability enhancing, upgrade OS, firmware, application
client

- Remote fault diagnosis and correctness

General requirements for device management are as follows:

- Service providers, network providers and service manufacturers can automatically upgrade the
operating system, firmware and software.

- In case of auto-configuration, a user purchasing a device can install the software and register a
device for service by himself/herself.

- A network operator can gather device connection information such as IP and location and use it to
remotely manage and control a device.

- Device management provides a function for registering, managing and updating device information.

- Device management remotely checks the status of devices at home, status changes and upgrades,
and can generate diagnostic reports.

- Device management capability should be performed automatically or manually upon the client’s
request.

- Device management shall be secure and always carried out by a trusted entity

- Device management should allow installation of user preferences and applications

5.4.9 Session handling

The goal of session handling in NGN is to provide capabilities to setup, manage, and terminate an end-to-end
service session that involves a membership of multiple parties, a group of endpoints associated with the
membership parties, and a description of multimedia connection among the endpoints. Session handling is a
basic capability which may be used by multiple services.

The specific session handling functions are listed below:

- Session establishment;

- Presentation of identity of originating-party and connected-to party of a session;

- Suppression of identity of originating-party and connected-to party of a session;

- Delivery of additional information (e.g. Picture, Video, text) during session establishment;

- Handling of an incoming session (by the terminating entity)

- Capability negotiation of an incoming session
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Accepting, ignoring, re-directing or rejecting an incoming session

Negotiation of media and media components during session establishment;

Handling of an ongoing session

Modification of media and media components in an ongoing session;

Suspending and resuming of an ongoing session

Ending a session

Network Controlled Session Termination

General requirements for session handling are as follows:

The user should be able to invoke one or more sessions, and to activate concurrent multimedia
applications within each session.

Sessions in NGN should be able to support a variety of different media types.

NGN should provide session handling to accommodate different service application requirements as
well as to route session signaling to appropriate application servers.

The NGN shall provide support for session admission control. Session admission control only
admits the sessions that can achieve some defined level of QoS and security control.

The following mechanisms for QoS-related session admission control should be supported in the
NGN.

Maintaining session counts which admit session requests according to the knowledge of how
many sessions (or how much bandwidth) has been allocated

Out-of-band measurement which admits session requests based on measured network resource
availability through periodic polling of routers or switches

In-band measurement which admits session requests based on the measured network
performance through active probes or other in-band performance metrics

Reservation based mechanisms which admit calls/sessions or flows only if an explicit request
for bandwidth reservation for that session/flow is successful

The admission control mechanisms must span multiple service types (e.g., voice, text and video).

5.4.10 Web-based application support and content processing

Web-based applications can provide users a consistent web environment which spans multiple environments
(home, office, vehicle, etc) and multiple devices (PC, laptop, PDA, cell phone, etc.).

Web-based applications should support the following interactions:

Server-to-server

Server-to-terminal

Terminal-to-server

Terminal-to-terminal (or peer-to-peer)

Also, Web-based applications should follow commonly used standards, such as W3C and OMA.

Web-based applications should support:

re-use of existing technologies and system components (e.g., authentication)

re-use of authoring and integration tools

interoperability across a wired and wireless internet

trusted third party applications across the value chain

a consistent user experience across networks
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- scalable applications, which allows efficient provision of web services
- roaming and mobility across networks, devices and applications

- low time delays and efficient bandwidth use

- efficient access to email and configurations of the email server

- service choreography and service composition

The use of web-based applications shall not degrade the reliability of the NGN.
Content processing should be supported to tailor content transmission according to network and terminal
characteristics. Support shall be offered, for example, for:

- spam protection

- virus protection

- content filtering/translation

- content screening

- content transcoding

5.4.11 Data synchronization

Data synchronization is defined as the act of establishing equivalence between two data sets and their data
sets are maintained as equivalent. The data synchronization mechanism should synchronize networked data
with many different terminal types, including handheld computers, mobile phones, laptop PCs and desktop
PCs. The data types supported for synchronization will be digital contents, e-mail and other enterprise data.
In particular, the data synchronization mechanism should:

- Synchronize networked data with any terminal

- Synchronize a terminal with any networked data

— Synchronize data between terminals

A user should be able to access and manipulate the same set of data from different devices. For example, a
user could read e-mail from either a handheld or a mobile phone, and still maintain a consistent. In addition

to email, other commonly used applications include calendar, contact management information, enterprise
data stored in databases, and documents on the web.

To accomplish these overall goals, the data synchronization mechanism should support a variety of features
including:

- Operate effectively over wireless and wire line networks

- Support a variety of transport protocols

- Support arbitrary networked data

- Enable data access from a variety of applications

- Address the resource limitations of the mobile device

- Build upon existing Internet and Web technologies

- The protocol's minimal function needs to deliver the most commonly required synchronization
capability across the entire range of devices.

5.4.12 Commerce & Charging

The NGN should provide the means to collect call, application and service data from the network elements.
Such collected data may be due to the use of services and applications provided by the service provider or
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the network operator, or by a trusted third party service provider. Also the NGN should provide charging
interfaces among service providers, content providers and network operators.
Data collected should support charging for services consumed. For example, according to:

- usage of the access network (wireless or wireline). The charging information should describe the
amount of data transmitted categorised with QoS and user protocols

- usage duration
— destination and source of the communication event

- usage of the external services offered by third parties

5.5 Network evolution aspects

Evolution of networks to NGN is dependent on operator’s choices and their needs. Network operators will
choose an evolution path depending on their actual resources, business plans and strategies. Therefore, they
may choose different technologies and time frames. The main objectives for evolving to NGN are to
improvements of network performance and enhancements of service capabilities.

For evolution to NGN the followings are required:

- The ability to gracefully evolve both existing fixed and mobile networks

- The ability to provide the same or better quality of service as currently provided by existing
network

- Services evolution must remain independent from the underlying transport infrastructure.

The following sub-clauses provide requirements for evolution of PSTN/ISDN to NGN.
5.5.1 PSTN/ISDN emulation requirements

5.5.1.1 General requirement for PSTN/ISDN emulation

The NGN shall support PSTN /ISDN emulation providing the end-user with an identical experience to that
of the existing PSTN/ISDN.

5.5.1.2  Terminal requirement for PSTN/ISDN emulation

The NGN shall support legacy terminals (e.g. black phones, text phones, facsimile machines, and other types
of existing PSTN/ISDN terminals).

Note: Emulation of the full PSTN/ISDN service set may not be possible and service support may be
restricted to certain terminal types, i.e. legacy terminals or user equipment that behaves like legacy terminals.

5.5.1.3  Service requirement for PSTN/ISDN emulation

For emulation of PSTN/ISDN services the following aspects should be considered.

- The user shall be unaware of a change from legacy PSTN/ISDN to PSTN/ISDN emulation for those
services that are emulated.

- The NGN shall support the ability for a service operator to emulate one or more of their
PSTN/ISDN services.

- The NGN shall support service capability definitions inherited from existing PSTN/ISDN
specification.

- The NGN may not support all service capabilities and interfaces which are present to provide an
emulation of a particular PSTN/ISDN network.
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5.5.2 PSTN/ISDN simulation requirements

5.5.2.1 General requirement for PSTN/ISDN simulation

The NGN shall support PSTN/ISDN simulation services that provide the end-user with an experience that
may or may not differ to an existing PSTN/ISDN experience.

5.5.2.2 Terminal requirement for PSTN/ISDN simulation

The NGN shall support advanced NGN terminals. It may also support adaptation devices to allow existing
terminals to connect to the NGN (e.g. black phones, text phones and facsimile machines).

5.5.2.3  Service requirement for PSTN/ISDN simulation

For PSTN/ISDN simulation services the following aspects should be considered.

- The NGN shall support PSTN/ISDN-like service capabilities using session control over IP
interfaces and infrastructure.

- The NGN should provide the ability for a service operator to simulate PSTN/ISDN services.

- The NGN may not support services identical to those currently provisioned in the PSTN/ISDN, and
these services need not utilize PSTN/ISDN call models or signalling protocols.

5.6 Public interest service aspects

National, regional and international regulatory aspects are beyond the scope of this document.

5.6.1 Lawful interception

Where required by regulation or law, an NGN transport provider and/or NGN service provider shall comply
with Lawful Interception requirements. Therefore, an NGN shall provide mechanisms that make Lawful
Interception possible. These mechanisms shall provide Content of Communication (CC) and Intercept
Related Information (IRI) to Law Enforcement Agencies (LEA), as per the requirements of Administrations
and International treaties.

Because the nature of lawful interception is dependent upon national/regional customs and laws,
requirements are dependent upon the regulatory environment of each country. As such, lawful interception
requirements are not explicitly specified in this document.

5.6.2 Malicious communication trace

The NGN should include functionality that can be used to identify the source of a malicious communication,
by tracing and obtaining the identity of the individual, the terminal involved and the location of the
originator of the communication.

5.6.3 Emergency communications

Recommendations [Y.1271] and [E.106] respectively provide “Framework(s) on network requirements and
capabilities to support emergency telecommunications” and “International Emergency Preference Scheme
(IEPS) for disaster relief operations”. The NGN shall provide continuity of existing emergency
communications and, in addition, NGN capabilities may be used to provide new services.

The NGN shall:

- Support routing of calls to appropriate authorities or individuals in charge or being affected
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- Support continuation of communication between the authority and individuals until the authority
terminates the session, even though the individual may have hung up (e.g. 911 call in North
America)

- Provide, to the authority, information regarding the individual’s geographical location as well as
his/her identity according to national or regional regulation requirements. When required by
regulation or law, this information can be acquired by the authority even though the individual
requested to prevent the indication of these information.

- Provide the ability for both authenticated/authorized and unauthenticated access to emergency
communication services according to national or regional regulation requirements

- Support preferential and priority traffic mechanisms for emergency communications consistency
across the NGN

- Support exemption of emergency communications from certain restrictive network management
functions

- Support emergency calls with alternative and multiple media, when required by regulation or law.
Video, text and voice and any combination thereof as well as various forms of messaging are
essential for communication with the emergency services for people with disabilities.

Further details on ETS/TDR scenarios and requirements are provided, in [ITU-T Recommendations Y.1271
and E.106, respectively.

5.6.4 User identity presentation and privacy

The NGN should support mechanisms to provide and present identities of the calling user (or session
initiator) and the connected user (or connected party to the session initiator) when all parties are located
within a single NGN. This is equivalent to the network having the ability to offer calling line identification
presentation (CLIP) and connected line identification presentation (COLP) services, which are currently
offered in current telephony networks.

The NGN shall support mechanisms to restrict the presentation of the identity of the calling user (or session
initiator) and/or the connected user (or connected party to the session initiator) when all parties are located
within a single NGN. This is equivalent the network having the ability to offer calling line identification
restriction (CLIR) and connected line identification restriction (COLR) services, which are currently offered
in telephony networks. However, while the network shall have the capability to offer these services, it must
also comply with other requirements when these services are invoked.

5.6.5 Network or Service provider selection

NGN shall support the capability for provider selection, where required by regulation or law.

5.6.6 Users with disabilities

Users with disabilities have a general need to be provided with means to control and use terminals and
services in alternative ways and modes, suiting varied capabilities and preferences. Such requirements are
best met by inclusive design of the general provision of terminals and services.

NGN shall provide the means needed for invocation of relay services in a call. Relay services translate
between various modes of communication that are of interest for people with disabilities. (e.g. sign language,
lip reading, text, voice )

Invocation of relay services may be based on user preferences, address resolution or user commands.
NGN shall have capability to invoke relay services by either party in an emergency call.

Other needs for users with disabilities to communicate with emergency services are handled in section 5.6.3.
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5.7 Other Basic Capabilities of Interest to Network and Service Providers

5.7.1 Critical Infrastructure Protection

Service providers should have capabilities to protect their NGN infrastructure from malicious attacks, such
as denial of service, eavesdropping, spoofing, tampering with messages (modification, delay, deletion,
insertion, replay, re-routing, misrouting, or re-ordering of messages), repudiation or forgery. Protection may
include prevention, detection and recovery from attacks, measures to prevent service outages due to natural
events (weather, etc.), as well as management of confidential information.

5.7.2 Non disclosure of information across NNI interfaces

Where required by regulation or law, NGN shall provide capabilities to not disclose service provider’s
internal network information across NNI interface and it shall enable restriction of the network topology
view to authorised entities.

5.7.3 Inter-provider and universal service compensation

According to regulation or law, NGN may be required to support mechanisms, at least for accounting and
management, for inter-provider and universal service compensation. These compensation mechanisms are
based on criteria related to usage of resources made available to other providers.

5.7.4  Service unbundling

Where required by regulation or law, NGN should support mechanisms to realize the service unbundling.
These mechanisms allow customers’ flexible choice of services and providers, and also allow providers’
competitive offering of their services to customers.

5.7.5 Exchange of user information among providers

Where required by regulation or law, NGN should support mechanisms to exchange user information for the
sake of realizing the services provided across providers. The user information may be location information,
device profile information, information of services supported by providers etc.

5.8 Other Service Support Capabilities of Interest to Network and Service Providers

5.8.1 Digital Rights Management

NGNs may be required to support the digital right management (DRM) capabilities to protect intellectual
property of digital contents.

5.8.2  Fraud Detection and Management

NGN may be required to support the detection and minimization of activities such as 'identity theft' and
suspicious transactions. NGN should support mechanisms which enable the network or service provider to
detect fraud and initiate mitigation actions.

5.8.3 Number portability

Number portability is a network capability that allows users to use the same number, e.g. same telephone
number, even when the users move from one physical location to another physical location. This includes
portability within one operator’s network, portability among different operators’ networks, as well as
portability between different access technologies, e.g. fixed and mobile. Where required by regulation or
law, the NGN should support number portability.
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6 Other general requirements

6.1 NGN user equipment general requirements

NGN user equipment are connected via the customer network to the NGN access network and provide
services to end users. NGN user equipment general requirements include:

- A variety of user equipment should be supported.

- These include residential gateway, black phones, text phones, SIP phones, soft-phones (program on
PC), set-top box, multimedia terminals, cellular phones, PCs, PDAs, etc. These include user
equipment with intrinsic capability to support a simple service set, and user equipment that can
support a programmable service set [ETSI-TISPAN-R1-DEF].

- Legacy terminals should be supported

- User equipment should be capable of making an emergency call.

- Easy/automatic configuration setup should be supported

For example, remote downloading of setup information or software updates from network to user equipment

(e.g., home gateway) allows network operators to undertake user equipment setup or software update on
behalf of users. Then, users have only to connect their equipment to the network to access NGN services.

NOTE - Specification or mandate of a particular user equipment type or capability is out of scope of standardisation.

6.2 End user general requirements

End user general requirements include:

- End users should be able to use multiple terminals and services in parallel whether inside or outside
of the customer network.

- Services should be provisioned without requiring user technical knowledge or complex setup
procedures.
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2.3 — Functional requirements and architecture of the NGN

1 Scope

The objective of this Document is to describe the functional requirements and architecture of the Next
Generation Network (NGN) [1] for Release 1, as described in the TR-Release 1 scope [2] and TR-Release 1
requirements [3].

The functional architecture provided in this Document allows a clear distinction between the
definition/specification aspects of services provided by the NGN and the actual specification of the network
technologies used to support those services. In line with Y.2011 [4] principles, an implementation-
independent approach is adopted. This Document describes the functional architecture of the NGN by using
the generic definitions, symbols, and abbreviations that are defined in related ITU-T Recommendations.

The names of various NGN functional entities and reference points used in this Document may be the same
or similar to functional entities and reference points identified in other documents, but the specific
functionalities and reference points may be different as identified in this document. The specific protocols
used for NGN systems are defined in other signalling-related or management-related documents that are part
of the set of NGN system documents.

The scope of release 1 specifies that nomadism shall be supported between different network termination
points. While no major new interfaces for mobility are proposed for development as part of release 1, other
mobility-related functionalities beyond nomadism, such as handover, are not precluded and may be
supported through the use of existing technologies. Thus, any mobility-related functions or functional
entities described here that support capabilities beyond nomadism are only included because they represent
functionalities that already exist in the mobile environment. They should be applied in the areas related to
mobility within the architecture.

2 References

The following ITU-T Recommendations and other references contain provisions that, through references in
this text, constitute provisions of this Document. At the time of publication, all the editions indicated were
valid. All Recommendations and other references are subject to revision; all users of this Document are
therefore encouraged to investigate the possibility of consulting the most recent editions of the
Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is
regularly published.

[1] ITU-T Recommendation Y.2001 (2004), General overview of NGN
[2] ITU-T FGNGN Document TR-Release 1 scope
[3] ITU-T FGNGN Document TR-Release 1 requirements

[4] ITU-T Recommendation Y. 2011 (2004), General principles and general reference model for next
generation networks

[5] ITU-T FGNGN Document TR-RACF
[6] ITU-T Recommendation M.3060

[7] ITU-T FGNGN Document TR-IFN
[8] ITU-T FGNGN Document TR-PIEA

[9] ITU-T FGNGN Document on NGN Security Requirements for Release 1
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[10] ITU-T FGNGN Document on Guidelines for NGN Security

3 Definitions
This Document defines the following terms.

3.1 Functional Entity: An entity that comprises a specific set of functions at a given location.
Functional entities are logical concepts, while groupings of functional entities are used to describe practical,
physical implementations.

3.2 Functional architecture: A set of functional entities used to describe the structure of an NGN.
These functional entities are separated by reference points, and thus, they define the distribution of functions.
The functional entities can be used to describe a set of reference configurations. These reference
configurations identify which reference points are visible at the boundaries of equipment implementations
and between administrative domains.

33 Media: One or more of audio, video, or data.

34 Media stream: A media stream can consist of audio, video, or data, or a combination of any of
them. Media stream data conveys user or application data (i.e., a payload) but not control data.

35 Reference point: A conceptual point at the conjunction of two non-overlapping functional entities
that can be used to identify the type of information passing between these functional entities. A reference
point may or may not correspond to one or more physical interfaces between pieces of equipment.

3.6 Stream: A flow of real-time information of a specific media type (e.g., audio) and format
(e.g., G.722) from a single source to one or more destinations.

3.7 Topology: Information that indicates the structure of a network. It contains the network address and
routing information.

4 Abbreviations

This Document uses the following abbreviations.

ABG-GE Access Border Gateway Functional Entity
AGC-FE Access Gateway Control Functional Entity
ALG Application Level Gateway

AMF Account Management Function

AMG-FE Access Media Gateway Functional Entity
AN-FE Access Node Functional Entity

ANI Application-to-Network Interface

APL Application

APL-SCM-FE  Application Service Coordination Manager Functional Entity
APL-GW-FE Application Gateway Functional Entity

AR-FE Access Relay Functional Entity

AS-FE Application Server Functional Entity

ATM Asynchronous Transfer Mode



2.3 — Functional requirements and architecture of the NGN

193

A-TRC-FE
BGC-FE
B2BUA
CBF

CCF
CDR

CS

CTF
C-TRC-FE
DNS
DTMF
E-NNI
EN-FE
FE

FW
GGSN
GIS
GPRS
IBC-FE
IBG-FE
I-CSC-FE
ICMP
IMS

IN

INAP
IN-AS-FE
I-NNI

1P
IP-CAN
ISDN
LAN
L2TP
MGC-FE

Access Transport Resource Control Functional Entity
Breakout Gateway Control Functional Entity
Back-to-Back User Agent

Charging and Billing Function

Charging Collection Function

Call Detail Record

Capability Set

Charging Trigger Function

Core Transport Resource Control Functional Entity
Domain Name System

Dial Tone Multi Frequency

External Network-to-Network Interface

Edge Node Functional Entity

Functional Entity

Firewall

Gateway GPRS Support Node

Geographical Information Systems

General Packet Radio Service

Interconnection Border Gateway Control Functional Entity
Interconnection Border Gateway Functional Entity
Interrogating Call Session Control Functional Entity
Internet Control Message Protocol

IP Multimedia Subsystem

Intelligent Network

Intelligent Network Application Protocol

Intelligent Network Application Server Functional Entity
Internal Network-to-Network Interface

Internet Protocol

IP Connectivity Access Network

Integrated Services Digital Network

Local Area Network

Layer2 Tunneling Protocol

Media Gateway Control Functional Entity
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MLT-FE Multimedia Services Functional Entity
MPLS Multi Protocol Label Switching

MRB-FE Media Resource Broker Functional Entity
MRC-FE Media Resource Control Functional Entity
MRP-FE Media Resource Processing Functional Entity
NACF Network Attachment Control Functions
NAC-FE Network Access Control Functional Entity
NAPT Network Address and Port Translation

NAT Network Address Translation

NE Network Element

NGN Next Generation Network

NNI Network-to-Network Interface

NSIW-FE Network Signalling Interworking Functional Entity
OCF Online Charging Function

OMA Open Mobile Alliance

OSA Open Service Architecture

OSE OMA Service Environment

P-CSC-FE Proxy Call Session Control Functional Entity
PD-FE Policy Decision Functional Function

POTS Plain Old Telephone Service

PPP Point to Point Protocol

PSTN Public Switched Telephone Network

QoS Quality of Service

RACF Resource and Admission Control Functions
RAN Radio Access Network

RF Rating Function

SAA-FE Service Authentication and Authorization Functional Entity
SCP Service Control Point

S-CSC-FE Serving Call Session Control Functional Entity
SDH Synchronous Digital Hierarchy

SG-FE Signalling Gateway Functional Entity

SGSN Serving GPRS Support Node

SIP Session Initiation Protocol
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SIP UA
SLA
SL-FE
SS-FE
SS7

STP
SUP-FE
TAA-FE
TDM
TLM-FE
TMG-FE
TUP-FE
UNI

URI
USIW-FE
VAS
VLAN
W-CDMA
WLAN
xDSL
3G

SIP User Agent

Service Level Agreement

Subscription Locator Functional Entity

Service Switching Functional Entity

Signalling System No.7

Spanning Tree Protocol

Service User Profile Functional Entity

Transport Authentication and Authorization Functional Entity
Time Division Multiplex

Transport Location Management Functional Entity
Trunk Media Gateway Functional Entity
Transport User Profile Functional Entity
User-to-Network Interface

Uniform Resource Identifier

User Signalling Interworking Functional Entity
Value-Added Services

Virtual LAN

Wideband-Code Division Multiple Access
Wireless LAN

x Digital Subscriber Line

3rd Generation

5 General principles of the NGN functional architecture

The NGN functional architecture shall incorporate the following principles.

Support for multiple access technologies: The NGN functional architecture shall offer the configuration
flexibility needed to support multiple access technologies.

Distributed control: This will enable adaptation to the distributed processing nature of IP networks and
support location transparency for distributed computing.

Open control: The network control interface should be open to support service creation, service updating,
and incorporation of service logic provision by third parties.

Independent service provisioning: The service provision process should be separated from network
operation by using the above-mentioned distributed, open control mechanism. This is intended to promote a
competitive environment for NGN development in order to speed up the provision of diversified value-added

services.
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Support for services in a converged network: This is needed to generate flexible, easy-to-use multimedia
services, by tapping the technical potential of the converged, fixed-mobile functional architecture of the
NGN.

Enhanced security and protection: This is the basic principle of an open architecture. It is imperative to
protect the network infrastructure by providing mechanisms for security and survivability in the relevant
layers.

Functional entity characteristics: Functional entities should incorporate the following principles:

. Functional entities may not be distributed over multiple physical units but may have multiple
instances.
. Functional entities have no direct relationship with the layered architecture. However, similar

entities may be located in different logical layers.

6 Overview of the NGN architecture

Along with a new architecture, the Next Generation Network will bring an additional level of complexity
beyond that of existing networks. In particular, support for multiple access technologies and mobility results
in the need to support a wide variety of network configurations. The specific configurations used in the NGN
are not the subject of this Document. Some examples of configurations, however, are provided in
Appendices I II, and III and serve to provide a context for the functional architecture described in this
section.

The NGN architecture provided in this Document supports the delivery of services identified in the
TR-NGN-Release 1 scope [2], as well as the requirements identified in the TR-NGN-Release 1 requirements
[3]. NGN services include multimedia services, such as conversational services (SIP based), and content
delivery services, such as video streaming and broadcasting. The NGN provides support for PSTN/ISDN
replacement (i.e., PSTN/ISDN emulation), as well as PSTN/ISDN simulation. In addition, it provides
capabilities and resources to support third-party applications for value-added services.

Figure 1 shows an overview of the NGN functional architecture that allows the support of the Release 1
services. The NGN functions are divided into service stratum functions and transport stratum functions
according to Y.2011 [4].

To provide these services, several functions in both the service stratum and the transport stratum are needed,
as illustrated in Figure 1.

The delivery of services/applications to the end-user is provided by utilizing the Application/Service Support
functions and Service control functions.

The NGN supports a reference point to the “Third-Party Applications” functional group called Application-
to-Network Interface (ANI), enabling application of NGN capabilities to create and provision enhanced
services for NGN users.

The Transport stratum provides IP connectivity services to NGN users under the control of Transport control
functions, including the Network Attachment Control Functions (NACF) and Resource and Admission
Control Functions (RACF).
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Figure 1 — NGN architecture overview

Note 1 — The UNI/NNI/ANI should be understood as general NGN reference points that can be mapped to specific physical

interfaces depending on the particular physical implementations.
Note 2 — Boxes in Figure 1 identify high level functional groups, for which overall descriptions are given later in this section.
Note 3 — The control links between the functional groups represent high-level logical interactions.

Note 4 — Some functional groups, such as RACF, NACF, and Service Control functions, may be distributed and instantiated over
different NGN provider domains. The functional groups in the Service stratum and the Transport stratum may be distributed between
a visited network and a home network. Refer to Appendix I for the details.

Note 5 — User profiles in both the service stratum and the transport stratum are shown as separate functional databases. Depending on
the business model in place, these two functional databases can be co-located. Note that other functional databases required for the

support of NGN release 1 services (such as DNS) are not illustrated in Figure 1.

6.1 Transport stratum functions
The transport stratum functions include transport functions and transport control functions, per Y.2011 [4].
6.1.1 Transport functions

The transport functions provide the connectivity for all components and physically separated functions
within the NGN. These functions provide support for the transfer of media information, as well as the
transfer of control and management information.

Transport functions include access network functions, edge functions, core transport functions, and gateway
functions.
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NOTE - No assumptions are made about either the technologies to be used or the internal structure, e.g., the core
transport network and the access transport network.

6.1.1.1 Access network functions

The access network functions take care of end-users’ access to the network as well as collecting and
aggregating the traffic coming from these accesses towards the core network. These functions also perform
QoS control mechanisms dealing directly with user traffic, including buffer management, queuing and
scheduling, packet filtering, traffic classification, marking, policing, and shaping.

The access network includes access-technology dependent functions, e.g., for W-CDMA technology and
xDSL access. Depending on the technology used for accessing NGN services, the access network includes
functions related to:

1) Cable access

2) xDSL access

3) Wireless access (e.g. IEEE 802.11 and 802.16 technologies, and 3G RAN access)
4) Optical access

6.1.1.2 Edge functions

The edge functions are used for media and traffic processing when aggregated traffic coming from different
access networks is merged into the core transport network; they include functions related to support for QoS
and traffic control.

The edge functions are also used between core transport networks.
6.1.1.3 Core transport functions

The Core transport functions are responsible for ensuring information transport throughout the core network.
They provide the means to differentiate the quality of transport in the core network.

These functions provide QoS mechanisms dealing directly with user traffic, including buffer management,
queuing and scheduling, packet filtering, traffic classification, marking, policing, shaping, gate control, and
firewall capability.

6.1.1.4 Gateway functions

The gateway functions provide capabilities to interwork with end-user functions and other networks,
including other types of NGN and many existing networks, such as the PSTN/ISDN, the public Internet, and
so forth.

Gateway functions can be controlled either directly from the Service Control functions (see Section 6.2.1) or
through the Transport control functions (see Section 6.1.2).

6.1.1.5 Media handling functions

This series of functions provides media resource processing for service provision, such as generation of tone
signals and trans-coding. These functions are specific to media resource handling in the transport stratum.

6.1.2 Transport control functions

The Transport control functions include Resource and Admission Control Functions and Network
Attachment Control Functions.

6.1.2.1 Resource and Admission Control Functions (RACF)

In the NGN Architecture, the Resource and Admission Control Functions (RACF) provide QoS control
(including resource reservation, admission control and gate control), NAPT and/or FW traversal control
Functions over access and core transport networks. Admission control involves checking authorisation based
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on user profiles, SLAs, operator specific policy rules, service priority, and resource availability within access
and core transport.

Within the NGN architecture, the RACF act as the arbitrator for resource negotiation and allocation between
Service Control Functions and Transport Functions.

The RACF interacts with Service Control Functions and Transport Functions for Session-based applications
(e.g. SIP call) and non-session based applications (e.g. Video Streaming) that require the control of NGN
transport resource, including QoS control and NAPT/FW control and NAT Traversal.

The RACF interact with Transport Functions for the purpose of controlling one or more the following
functions in the transport layer: Packet filtering; Traffic classification, marking, policing, and priority
handling; Bandwidth reservation and allocation; Network address and port translation; Firewall.

The RACF interact with Network Attachment Control Functions (NACF, including network access
registration, authentication and authorization, parameters configuration) for checking user profiles and SLAs
held by them.

For those services across multiple providers or operators, Service Control Functions, RACF and Transport
Functions may interact with the corresponding functions in other packet networks.

NOTE: The details and other aspects of the RACF are specified in TR-RACF [5].

6.1.2.2 Network Attachment Control Functions (NACF)

The NACEF provide registration at the access level and initialization of end-user functions for accessing NGN
services. These functions provide network-level identification/authentication, manage the IP address space of
the access network, and authenticate access sessions. They also announce the contact point of NGN
Service/Application support functions to the end user.

The NACEF provide the following functionalities:

. Dynamic provision of IP addresses and other user equipment configuration parameters.
. Authentication at the IP layer (and possibly other layers).

. Authorization of network access, based on user profiles.

. Access network configuration, based on user profiles.

. Location management at the IP layer.

6.1.3 Transport user profile functions

These functions take the form of a functional database representing the combination of a user’s information
and other control data into a single "user profile" function in the transport stratum. This functional database
may be specified and implemented as a set of cooperating databases with functionalities residing in any part
of the NGN.

6.2 Service stratum functions

This abstract representation of the functional grouping in the service stratum includes the Service control
functions and the Application/Service support functions, as well as service user profiles.

6.2.1 Service control functions

The Service control functions include both session and non-session control, registration, and authentication
and authorization functions at the service level. They can also include functions for controlling media
resources, i.e., specialized resources and gateways at the service-signalling level.
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6.2.2 Application/Service support functions

The Application/Service support functions include functions such as the gateway, registration, authentication
and authorization functions at the application level. These functions are available to the “Third-Party
Applications” and “End-User” functional groups. The Application/Service support functions work in
conjunction with the Service control functions to provide end-users and third party application providers
with the value added services they request.

Through the UNI, the Application/Service support functions provide a reference point to the end-user
functions (e.g., in the case of third-party call control for Click to Call service). The Third-party applications’
interactions with the Application/Service support functions are handled through the ANI reference point.

6.2.3 Service user profile functions

The service user profile functions represent the combination of user information and other control data into a
single user profile function in the service stratum, in the form of a functional database. This functional
database may be specified and implemented as a set of cooperating databases with functionalities residing in
any part of the NGN.

6.3 End-user functions

No assumptions are made about the diverse end-user interfaces and end-user networks that may be connected
to the NGN access network. Different categories of end-user equipment are supported in the NGN, from
single-line legacy telephones to complex corporate networks. End-user equipment may be either mobile or
fixed.

6.4 Management functions

Support for management is fundamental to the operation of the NGN. These functions provide the ability to
manage the NGN in order to provide NGN services with the expected quality, security, and reliability.

These functions are allocated in a distributed manner to each functional entity (FE), and they interact with
network element (NE) management, network management, and service management FEs. Further details of
the management functions, including their division into administrative domains, can be found in M.3060 [6].

Management functions apply to the NGN service and transport strata. For each of these strata, they cover the
following areas:

a) Fault management

b) Configuration management
c) Accounting management
d) Performance management
e) Security management

The accounting management functions also include charging and billing functions (CBF). These interact
with each other in the NGN to collect accounting information, in order to provide the NGN service provider
with appropriate resource utilization data, enabling the service provider to properly bill the users of the
system.

A detailed description of the CBF functions can be found in clause 7.5.
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7 NGN concepts

7.1 Mobility aspects
7.1.1 Mobility levels in the NGN architecture

The NGN architecture supports the capability to provide mobility within and between its various access
network types and mobility technologies. This mobility may be supported at various levels in the NGN
architecture, starting with service-level mobility at the top and ending with radio-level mobility at the
bottom.

7.1.1.1 Service-level mobility

Service level mobility is the mobility of users across service domains in the NGN. This might be within a
single NGN implementation or across multiple implementations. Service level mobility might, for example,
exploit the “E.164 to SIP-URI” address resolution capability. In this way, service-level mobility can be
provided when a user is roaming between different administrative domains, which would necessitate inter-
domain mobility at the session control level.

7.1.1.2 Inter-access-network-level mobility

Inter-access-network mobility is related to the possibility for a user to roam within domains, across different
access technologies, by using various network mobility technologies, such as Mobile IP or MAP.

7.1.1.3 Intra-access-level mobility (wide area)

Wide-area intra-access-level mobility refers to mobility within an access network or between access
networks using common technology in the NGN. User mobility at this level is provided by the access
network technology. For example, it might be provided by GPRS roaming technology for movement
between SGSNs within a GGSN.

7.1.1.4 Intra-access-network-level mobility (local area)

Local-area intra-access-network-level mobility refers to the mobility of users within a particular access
technology, and generally within a limited geographic area. This might be handled at or above the radio
resource control layer.

7.2 NGN Value-Added Service architecture

7.2.1 Introduction

The application environment of the traditional intelligent network for value-added services (VASs) was built
upon circuit-switched network technology. Hence, it has characteristic limitations, such as centralized SCP-
based control, an SS7-based signalling protocol, an operator network’s embedded closed system, a long,
complicated standards update process, and so forth. The packet-switched technology (especially the IP
network) used in the NGN for end-to-end data transmission does not require a centralized standard
Intelligent Network (IN) capability set (CS) for offering value-added services. The advantage of the NGN
architecture is that only the service provider needs to be aware of its service, thus enabling the creation and
provision of a variety of new, innovative services that do not have to be standardized.

7.2.2 Model of NGN VAS architecture

The value added service (VAS) aspect of the NGN architecture, as shown in Figure 1, consists of three
distinct domains: 1) “Third-Party Applications”; ii) “Application/Service support functions” in the service
stratum of the NGN; and iii) certain NGN resources and capabilities, including those in the transport stratum,
capabilities such as presence, location information, charging function, security schemes, etc. The third-party
applications domain may break into two categories: those trusted by network/server providers, and those that
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are not. The former may consist of network/server providers themselves and subordinate organizations or
partners, while the latter may consist of independent service providers, whose access to southbound
resources must be authenticated, controlled, and filtered by the functions in the VAS enablers and servers.

As shown in Figure 1, through the ANI, the NGN block of “Application/Service Support Functions” interacts
with the VAS environment and offers a wealth of service-enabling resources to the “Third-Party
Applications” block, independently of the underlying network technologies. Also through the ANI, the
“Third-Party Applications” block benefits from the capabilities and resources of the “NGN Infrastructure”
block.

Specifically, the NGN VAS architecture has the following three main functional characteristics:

a. Agnosticism: The Third-party Application Providers functional group NGN VAS architecture shall
consist of functions that are agnostic with respect to their underlying NGN infrastructure.

b. Support for legacy capabilities and features: There shall not be any limiting impacts on the NGN
core as a result of this VAS architecture. On the contrary, the use of NGN capabilities such as
session management, authentication, location information, charging, and so forth shall be supported.
Furthermore, the legacy-IN-influenced features of IMS, such as triggers, filter criteria, and the
service capability interaction manager, will be available through the abstraction of the IMS AS
(Application Server) in the “Application/Service Support Functions” block.

c. Support for open service interface: The NGN VAS platform should provide an open service
interface, which provides an abstract of the network capabilities (i.e., the interface is network
agnostic). This interface should include such functions as authentication, authorization, and security
to ensure that third-party service providers can make use of the network capabilities.

7.3 Network topology hiding functions and NAT traversal functions
7.3.1 Service stratum topology hiding

Service stratum topology hiding is achieved by removing any topological information carried in application
signalling packets to the peering network. For example, in SIP-based applications, topology information is
present in SIP headers, like the via and Record Route headers.

7.3.2 Transport stratum topology hiding

Transport stratum topology hiding is achieved by modifying any topological information in media packets,
or by blocking network control packets including any topological information.

Examples of transport stratum topology hiding are as follows:

. Change the IP addresses and/or port numbers of media packets that pass through the border of
access-to-core network and/or of core networks.

. Block the network control packet at the border of access/core networks, such as STP, ICMP and
routing protocol.

7.3.3 Remote NAT traversal

NAT traversal copes with the traversal of far-end (remote) NAT in access networks. The owner of the
far-end NAT is different from the owner of the service control functional entities (e.g., P-CSC-FE), i.e., the
far-end NAT cannot be controlled by NAT ALG or other service control functional entities affiliated with
the service provider domain.

7.4 Overload Control

To defend session control functional entities such as S-CSC-FE, against the concentration of malicious or
unexpected requests, the following functions are necessary at each boundary between access and/or core
networks.
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- Detection of the concentration of requests to an S-CSC-FE at each FE.

- Detection of the concentration of requests to an S-CSC-FE by gathering information from two or
more FEs.

- Transmission of the detected information on the concentration of requests to other FEs.

- Traffic control according to the information on the concentration of requests.

7.5 Charging and Billing Functions (CBF)

The CBF described in this section are meant to represent a generalized architecture to support an NGN
provider operator's need to collect and process information, such that customers can be charged for the
services provided.

The CBF provide accounting data to the network operator regarding the utilization of resources in the
network. They support the collection of data for later processing (offline charging), as well as near-real-time
interactions with applications, such as for pre-paid services (online charging).

The CBF include a Charging Trigger Function (CTF), an Online Charging Function (OCF), a Charging
Collection Function (CCF), a Rating Function (RF), and an Account Management Function (AMF).

Figure 2 shows the functions that comprise the CBF.

Billing Domain and Backend |
Systems

Account
Management
Function

Charging Rating Online

Collection . Charging
. Function ;

Function Function

Charging
Trigger
Function

Figure 2 — Charging and Billing Functions

7.5.1 Charging Trigger Function (CTF)

The CTF generates charging events based on the observation of network resource usage. In every network
and service element that provides charging information, the CTF is the focal point for collecting information
pertaining to chargeable events within the network element, assembling this information into matching
charging events, and sending these charging events to the Charging Collection Function. The CTF is
therefore a necessary component in all network elements that provide offline-charging functionality.

The CTF also creates the charging events used for online charging. The charging events are forwarded to the
Online Charging Function (OCF) in order to obtain authorization for the chargeable event or network
resource usage requested by the user. It must be possible to delay the actual resource usage until permission
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has been granted by the OCF. The CTF must be able to track the availability of resource usage permissions
(i.e., quota supervision) during the network resource usage. It must also be able to enforce termination of the
end user’s network resource usage when permission by the OCF is not granted or expires.

NOTE - The specific entities that contain charging trigger functionality are not defined in this document.
7.5.2 Charging Collection Function (CCF)

The CCF receives charging events from the CTF. It then uses the information contained in the charging
events to construct Charging Data Records (CDRs). The results of the CCF tasks are CDRs with well-
defined content and format. The CDRs are later transferred to the billing domain.

7.5.3 Online Charging Function (OCF)

The OCF receives charging events from the CTF and executes in near real time to provide authorization for
the chargeable event or network resource usage requested by the user. The CTF must be able to delay the
actual resource usage until permission has been granted by the OCF. The OCF provides a quota for resource
usage, which must be tracked by the CTF. Subsequent interactions may result in an additional quota being
provided according to the subscriber's account balance, or they may result in no additional quota being
provided, in which case the CTF must enforce termination of the end user’s network resource usage.

The OCF allows more than one user to share the same subscriber’s account simultaneously. The OCF
responds to the charging requests from various users at the same time and provides a certain quota to each
user. The quota is determined by default or by certain policies. Users can resend requests for larger quotas
during the same session. The maximum available quota, however, will not exceed the subscriber’s account
balance.

7.5.4 Rating Function (RF)

The RF determines the value of the network resource usage (described in the charging event received by the
OCF from the network) on behalf of the OCF. To this end, the OCF furnishes the necessary information to
the RF and receives the rating output.

The RF also works with the offline charging module, and it determines the value of the network resource
usage (described in the charging event received by the CCF from the network).

7.5.5 Account Management Function (AMF)
The AMEF stores the subscriber’s account balance within the online charging system.

The subscriber’s account balance could be represented by the remaining available traffic volume (e.g.,
bytes), time (e.g., minutes for calling), or content (e.g., a movie), as well as money.

Security and robustness should be emphasized by encrypting key data, providing backup and failure alarm
capabilities, keeping detailed logs, and so forth.

8 Generalized NGN functional architecture

This section describes the generalized functional architecture for the NGN, including the definitions of the
generalized functional entities. This architecture is a general service- and technology-independent
architecture that can be later instantiated in customized architectures that can respond to specific contexts in
terms of the services offered and the technologies used.

8.1 NGN functional entities (FEs)

In general, an FE is characterized by functions identified as sufficiently unique with respect to other FEs. In
the case of the generalized NGN architecture, the functional entities, called NGN FEs, are to be understood
as generic FEs to allow for their possible instantiation in more specific technology-oriented contexts. It is
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therefore possible that when NGN FEs are instantiated, they can be used and can behave in a slightly
different manner depending on the context. For example, this may lead to the case where at a given
reference point (between the same NGN FEs), the interface and the associated protocols are different
depending on the instantiation. This means that interfaces, as well as protocol descriptions, can only be
provided on the basis of a specific instantiation of the generalized functional architecture.

8.2 Generalized functional architecture

The generalized NGN functional architecture shown in Figure 3 is based on the NGN architecture overview
provided in section 6. In particular, the functional groups identified in Figure 1 are used to structure the
general layout of Figure 3.

As already mentioned in section 6, the NGN architecture, and as a consequence, the generalized functional
architecture described in this section, are expected to provide functionality for all envisaged services over
packet-based networks as is specified in TR-Release 1 scope [2] and TR-Release 1 requirements [3].

In this sense, it is expected that, in line with Y.2011 [4] principles, most of the NGN transport stratum
functions (such as RACF or NACF) will be able to support these different types of NGN services in a
common way. NGN implementations do not, however, have to implement certain transport stratum FEs,
such as gateway FEs with respect to PSTN/ISDN, if they do not require support for such capabilities.

Note — The T-10 T.Network Access Control FE may reside in a visited network or a home network. It depends on the administrative

domain and the business scenario.
Note — T-4 and T-9 are neither subject to the measurement nor policy enforcement.

Note — Lines terminating on the dotted box around S-4 and S-5 indicate connection to both internal FEs. Inclusion of these two FEs

in the dotted does not imply that they are collocated.

Note — Allocation of some functions to the IBG-FE needs further study: IBG-FE may/may not perform media conversion under the
control of IBC-FE. A direct link between IBG-FE and IBC-FE is under study. (Refer to Section 8.3.1.6 on T-6 IBG-FE!!)

In this functional architecture, some FEs include functions relating to the NGN service stratum and the NGN
transport stratum. On the one hand, the transport stratum covers transport functions and associated control
functions up to the IP layer. On the other hand, the service stratum includes functions that handle the layers
above the [P layer. Attention needs to be paid to which layer is addressed by each relationship between FEs.
For instance, there are several relationships between end-user functions and the transport stratum. For
example, there are IP-based relationships and analogue POTS/ISDN relationships related to media transport,
and there are also some signalling relationships. The relationships between the end-user functions and
service functions represent service protocol layer relationships. The relationships to the application functions
represent application layer protocol relationships.
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8.3 Functional entity descriptions
This section describes each FE with figures.

This document uses the following conventions. These conventions are specific to this document and are used
to facilitate referencing different items.

A-S,, This term is used to indicate the relationship between functional entities in Application/Service
Support Functions and functional entities in Service Control Functions.

S-ON,, This term is used to indicate the relationship between Service stratum functional entities and other
networks, including other NGNs

S-T,, This term is used o indicate the relationship between Service stratum functional entities and Transport
processing functional entities

S-TC,, This term is used to indicate the relationship between Service stratum functional entities and
Transport control functional entities

S-U,, This term is used to indicate the relationship between Service stratum functional entities and end-user
function

T-ON,, This term is used to indicate the relationship between Transport processing functional entities and
other networks, including other NGNs

T-U,, This term is used to indicate the relationship between Transport processing functional entities and end-
user function

TC-T,, This term is used to indicate the relationship between Transport control functional entities and
Transport processing functional entities

TC-TC,, This term is used to indicate the relationship between the entities of Network Attachment Control
Function (NACF) and Resource and Admission Control Functions (RACF). NACF and RACF constitute
Transport control function.

8.3.1 Transport processing FEs

Figure 4 shows the transport processing FEs
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83.1.1 T-1 Access Media Gateway Functional Entity (AMG-FE)

The AMG-FE provides interworking between the packet-based transport used in the NGN and analogue lines
or ISDN access.

a) It provides bi-directional media processing functions for user plane traffic between PSTN/ISDN and
the NGN under the control of the AGC-FE (see section 8.3.3.8).
b) It provides adequate transfer functions for PSTN/ISDN user call control signalling to the AGC-FE

for processing.

c) It optionally supports payload processing functions (e.g., codecs and echo cancellers).
8.3.1.2 T-2 Access Node Functional Entity (AN-FE)

The Access Node Functional Entity (AN-FE) in IP access network directly connects to CPN and terminates
the first/last mile link signals at the network side. Generally, it is a Layer 2 device that may be IP capable.

As one key injection node for support of dynamic QoS control, the AN-FF may perform packet filtering,
traffic classification, marking, policing and shaping at flow level or user level under the control of the
A-TRC-FE.

8.3.1.3 T-3 Edge Node Functional Entity (EN-FE)

The Edge Node Functional Entity (EN-FE) in IP access network acts as the upstream traffic egress that
connects [P access network to the external networks and terminates the Layer 2 access session with the CPE.
It shall be a Layer 3 device with IP routing capabilities.

The EN-FE performs QoS mechanisms dealing with the user traffic directly, including buffer management,
queuing and scheduling, packet filtering, traffic classification, marking, policing, shaping, and forwarding.

As one key injection node for support of dynamic QoS control, the EN-FE performs packet filtering, traffic
classification, marking, policing and shaping at flow level or user level under the control of the A-TRC-FE.

83.14 T-4  Access Relay Functional Entity (AR-FE)

The AR-FE is a relay between end-user equipment and the NAC-FE that inserts local pre-configuration
information when necessary.

8.3.1.5 T-5 Access Border Gateway Functional Entity (ABG-FE)

The Access Border Gateway Functional Entity (ABG-FF) is a packet gateway between an access network
and a core network used to mask a service provider’s network from access networks, through which CPE
accessing packet-based services (e.g. IMS, Internet).

The functions of the ABG-FE may include Opening and closing gate, Packet filtering based firewall, Traffic
classification and marking, Traffic policing and shaping, Network address and port translation, Media Relay
(i.e. media latching) for NAT traversal, and Collecting and reporting resource Usage information (e.g. start-
time, end-time, octets of sent data).

As one key injection node for support of dynamic QoS control, NAPT/FW control and NAT traversal, the
ABG-FE performs the above functions on an IP flow under the control of the RACF.

8.3.1.6 T-6 Interconnection Border Gateway Functional Entity (IBG-FE)

The Interconnection Border Gateway Functional Entity (IBG-FE) is a packet gateway used to interconnect
an operator’s core network with another operator’s core network supporting the packet-based services. There
may be one or multiple IBG-FE in a core network.

The functions of the IBG-FE may be the same as that of the ABG-FE.
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As one key injection node for support of dynamic QoS control, NAPT/FW control and NAT traversal, the
IBG-FE performs the above functions on an IP flow under the control of the RACF.

Alternative means of control such as direct control by IBC-FE need further study.

In addition, the IBG-FE may support the following:

1) Media conversion (e.g., G.711 and AMR, T.38 and G.711)
2) Inter-domain IPv4/IPv6 conversion

3) Media encryption

4) Fax/modem processing

Note — Allocation of the above functions to the IBG-FE needs further study: IBG-FE may/may not perform media
conversion under the control of IBC-FE. A direct link between IBG-FE and IBC-FE is under study.

8.3.1.7 T-7 Trunk Media Gateway Functional Entity (TMG-FE)

a) The TMG-FE provides interworking between the packet-based transport used in the NGN and trunk
lines from the circuit-switched network. It is under the control of the MGC-FE.

b) It may support payload processing (e.g., codecs, echo cancellers, and conference bridges).
8.3.1.8 T-8 Media Resource Processing Functional Entity (MRP-FE)
The MRP-FE provides payload processing of packets used in the NGN.

a) It allocates specialized resources (such as announcement server, notification tone, and voice
recognition resources, and voice menu and conference resources).

b) It provides media mixing functions under the control of the MRC-FE.

c) It receives and generates DTMF signals.

d) It generates tone signals (e.g., ring back).

e) It generates announcements.

f) It provides trans-coding, text-to-speech, video mixing, conference bridge, data conference, fax,

voice and video recording, and voice recognition capabilities.
8.3.1.9 T-9 Signalling Gateway Functional Entity (SG-FE)

The SG-FE is responsible for signalling transport interworking between the NGN and existing networks such
as PSTN, ISDN, IN networks, and Signalling System No.7.
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8.3.2 Transport control functional entities

Figure 5 shows the functional entities related to transport control.
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Figure 5 — Transport-control-related functional entities

8.3.2.1 T-10 Network Access Control Functional Entity (NAC-FE)

The NAC-FE is responsible for IP address allocation to terminals. It may also distribute other network
configuration parameters, such as the addresses of DNS servers and signalling proxies (e.g., the address of

the P-CSC-FE in order to have access to service stratum functions).

The NAC-FE should be able to provide an access network identifier to a terminal. This information uniquely

identifies the access network to which the terminal is attached.

The NAC-FE should be able to support location information functions and register the association between
the IP address allocated to a terminal and related network location information, i.e., a line identifier (Line

ID), and so forth.

The NAC-FE controls the following:

a) Firewall policy
b) Network Address and Port Translation (NAPT) policy
c) Security policy

8.3.2.2 T-11 Transport Authentication and Authorization Functional Entity (TAA-FE)

The TAA-FE provides authentication and authorization functions in the transport stratum.

a) Protocols such as Mobility Management protocols shall specify how users or terminals are
identified in networks. The identification function is the first step and is used for authentication,

authorization, and accounting (AAA) of users/terminals.

b) Support for commonly used AAA and security schemes is provided.

These protocols are thus required to cooperate with commonly used AAA and security schemes to support

authentication, authorization, accounting, and security for services.

8.3.2.3 T-12 Transport User Profile Functional Entity (TUP-FE)

The TUP-FE is responsible for storing user profiles, subscriber-related location data, and presence status

data at transport stratum.

1) The TUP-FE performs basic data management and maintenance functions.
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2)

*  User profile management functions
These functions are based on some data, either "user subscription data" or "network data" (e.g.,
the current network access point and network location). The storage and update of this data are
handled by the user profile management functions.

A user profile shall be provided in support of:

* authentication

* authorization

*  service subscription information

*  subscriber mobility

*  location

* online/offline status management

* charging

The user profile may be stored in one database or separated into several databases.
The TUP-FE is responsible for responses to queries for user profiles.
a) It provides access to user data.

Other network functions require some user data in order to be appropriately customized. This
can be either "user subscription data" or "network data". This function provides filtered access
to the user data, which may be restricted to certain interrogating entities (i.e., restricted rights to
access user data), in order to guarantee user data privacy.

b) It may also be used for support of commonly AAA and security schemes.

NOTE — Transport User Profile may reside in the visited or home networks

8.3.2.4 T-13 Transport Location Management Functional Entity (TLM-FE)

It is for further study.
8.3.2.5 T-14 Policy Decision Functional Entity (PD-FE)

The PD-FE manages and controls the policies and resources of the transport stratum.

It provides a single point of contact to the service request functional entities in the service stratum
(e.g., P-CSC-FE, IBC-FE, and AGC-FE), and it receives and responds to resource requests from
these FEs.

It maps the service request parameters and classes received from the service request functional
entities in the service stratum (e.g., P-CSC-FE, IBC-FE, and AGC-FE) to network parameters and
classes according to service-dependent policy rules.

It locates the involved access networks and core networks in order to offer the requested resource.

It interacts with the A-TRC-FE and C-TRC-FE in the involved access/core networks to check
whether the requested resource is available.

It performs mediation based on the resource availability information from the A-TRC-FE and
C-TRC-FE; then, it responds to the service request functional entities in the service stratum
(e.g., P-CSC-FE, IBC-FE, and AGC-FE).

In addition, the following mobility features are supported.

Route optimization function

— It should be possible to select proper routing paths between the traffic-originating node and the
traffic-receiving node according to the traffic contract and the overall network traffic conditions
after movement.
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—  The selected routing paths should be able to maintain specific QoS levels, or better, after
movement, where possible.

— It should be possible to use both static and dynamic routing schemes.

—  The route optimization should be able to include alternate paths to cope with routing path
failures (e.g., by using a pre-assigned routing table or a dynamic algorithm for path
calculation).

— The exchanged routing information should include QoS and other parameters for
internetworking situations.

. Switching function

This function performs routing or path management.

It may be used when a change in a route or path for transmitting packets is needed.
It may support routing optimization.

It may include a local switching function.

The local switching function performs routing or path management within a region.
The region is covered by a system that is responsible for mobility.

This function may support regional mobility.

8.3.2.6 T-15 Access Transport Resource Control Functional Entity (A-TRC-FE)

Refer to TR-RACF [5].
8.3.2.7 T-16 Core Transport Resource Control Functional Entity (C-TRC-FE)

Refer to TR-RACF [5].

8.3.3 Service control functional entities

Figure 6 shows the service stratum FEs.
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Figure 6 — Service stratum functional entities
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8.3.3.1 S-1  Serving Call Session Control Functional Entity (S-CSC-FE)

The S-CSC-FE handles functionality related to session control, e.g., registration, origination of sessions
(session setup, modification, and teardown), and routing of session messages.

a)
b)

c)

d)

It interacts with the Application/Service Support functions to trigger requested services.
It processes requests from users (and terminals) for registration;

It can route messages to terminals based on the routing (location) information obtained at
registration.

It interacts with the AGC-FE to communicate with PSTN or ISDN users.

The S-CSC-FE maintains a session state as needed by the network operator for support of services. Within
an operator's network, different S-CSC-FEs may have different functionalities.

For session-related and session-unrelated flows, the S-CSC-FE:

1.

May behave as a proxy server as defined in RFC 3261, i.e., it can accept requests and service them
internally or forward them on, possibly after translation.

May behave as a user agent as defined in RFC 3261, i.e., it may terminate and independently
generate SIP transactions.

Interacts with the AS-FE to support services and third-party applications.
Performs as follows for an originating endpoint (i.e., the originating user/UE or originating AS-FE):

a. It obtains from a database the address of the contact point for the network operator serving the
destination user from the destination name (e.g., a dialled phone number or SIP URI), when the
destination user is a customer of a different network operator, and it forwards the request or
response to that contact point.

b. When the destination name of the destination user (e.g., a dialled phone number or SIP URI)
and the originating user belong to the same network operator, it forwards the SIP request or
response to an I-CSC-FE within the operator's network.

It forwards the SIP request or response to a BGC-FE for call routing to the PSTN.
d. In case the request is an originating request from an AS-FE:

— It verifies that the request coming from the AS-FE is an originating request and applies
procedures accordingly (e.g., it invokes interaction with the service platforms for the
originating services, etc.).

— It processes and proceeds with the request even if the user on whose behalf the AS-FE had
generated the request is unregistered.

— It processes and proceeds with other requests to and from the user on whose behalf the
AS-FE had generated the request.

— It reflects in the charging information that an AS-FE had initiated the session on behalf of
the user.

Performs as follows for a destination endpoint (i.e., the terminating user/UE)

a. It forwards the SIP request or response to an P-CSC-FE for a terminating session procedure for
a home user within the home network, or for a user roaming within a visited network where the
home network operator has chosen not to have an [-CSC-FE in the path.

b. It forwards the SIP request or response to an [-CSC-FE for a terminating session procedure for
a roaming user within a visited network where the home network operator has chosen to have
an [-CSC-FE in the path.

c. It forwards the SIP request or response to a BGC-FE for call routing to the PSTN.
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d. If the SIP request contains preferences for the characteristics of the destination endpoint, it
performs preference and capability matching as specified in RFC 3312.

8.3.3.2 S-2  Proxy Call Session Control Functional Entity (P-CSC-FE)

The P-CSC-FE acts as the contact point to the user terminal for session services. Its address is discovered by
terminals using mechanisms such as static provisioning, an NACEF, or other access-specific techniques. The
P-CSC-FE behaves like a proxy (as defined in RFC 3261), i.e., it accepts requests and services them
internally or forwards them on. The P-CSC-FE shall not modify the Request URI in a SIP INVITE message.
It may behave as a user agent (as defined in the RFC 3261), i.e., under abnormal conditions it may terminate
and independently generate SIP transactions. The functions performed by the P-CSC-FE include the
following:

a) It forwards a register request received from a terminal to an I-CSC-FE determined using the home
domain name, as provided by the terminal. (Figure needs to be fixed.)

b) It forwards SIP messages received from the terminal to the SIP server (e.g., an S-CSC-FE) whose
name the P-CSC-FE has received as a result of the registration procedure.

c) It forwards SIP requests or responses to the terminal.

d) It detects and handles emergency session establishment requests.

e) It maintains a security association between itself and each terminal.

f) It may perform message compression/decompression, if needed.

2) It may participate in the authorisation of media resources and QoS management, e.g., by interacting

with resource control when no explicit signalling (i.e., QoS signalling) is available and application-
specific intelligence is required to derive resource control commands from the application
signalling.

h) It supports an NAPT Proxy Function (NPF) for network address hiding and remote NAT traversal.
It requests address mapping information and modifies the addresses and/or ports contained in the
message bodies of application signalling messages according to the address binding information
provided by the RACF at the border of the access and core networks.

8.3.3.3 S-3  Interrogating Call Session Control Functional Entity (I-CSC-FE)

The I-CSC-FE is the contact point within an operator's network for all connections destined to a user of that
network operator. There may be multiple I-CSC-FEs within an operator's network. The functions performed
by the I-CSC-FE are as follows:

Registration

- Assigning an S-CSC-FE to a user performing SIP registration.

Session-related and session-unrelated flows
- Obtaining from the SUP-FE the address of the currently assigned S-CSC-FE.

- Forwarding a SIP request or response to the S-CSC-FE determined by the above step for incoming
sessions.

In performing the above functions the operator may use the optional topology hiding function in the I-CSC-
FE or other techniques to hide the configuration, capacity, and topology of the network from the outside.
When an [-CSC-FE is chosen to meet the hiding requirement, for sessions traversing different operators’
domains, the I-CSC-FE may restrict the following information from being passed outside an operator's
network: the exact number of S-CSC-FEs, the capabilities of the S-CSC-FEs, and the capacity of the
network.
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8.3.3.4 S-4  Subscription Locator Functional Entity (SL-FE)

The SL-FE may be queried by the S-CSC-FE, I-CSC-FE, or AS-FE to obtain the address of the SUP-FE for
the required subscriber. The SL-FE is used to find the address of the physical entity that holds the subscriber
data for a given user identity when multiple, separately addressable SUP-FEs have been deployed by the
network operator. This resolution mechanism is not required in networks that utilise a single logical SUP-FE
element (e.g., a single server farm architecture).

8.3.3.5 S-5  Service User Profile Functional Entity (SUP-FE)m
The SUP-FE is responsible for storing user profiles, subscriber-related location data, and presence status
data in the Service stratum.
1) The SUP-FE performs basic data management and maintenance functions.
*  User profile management functions

These functions require access to certain data, either "user subscription data" or "network data"
(e.g., the current network access point and network location). The storage and update of this data
are handled by the user profile management functions.

A user profile shall be provided in support of:

* authentication

* authorization

*  service subscription information

*  subscriber mobility

* location

e presence (e.g., online/offline status)

*  charging

The user profile may be stored in one database or separated into several databases.
2) The SUP-FE is responsible for responses to queries for user profiles.

a) It provides access to user data.

Other network functions require some user data in order to be appropriately customized. This data
can be either "user subscription data" or "network data". This function provides filtered access to
the user data, which may be restricted to certain interrogating entities (i.e., restricted rights to access
user data), in order to guarantee user data privacy.

b) It may also be used for support of commonly AAA and security schemes.
8.3.3.6 S-6  Service Authentication and Authorization Functional Entity (SAA-FE)

The SAA-FE provides authentication and authorization in the service stratum.

1) It ensures that the end-user has valid utilization rights for the requested service.

2) It performs policy control at the service level by using policy rules contained in a user profile
database.

3) It works as the first step in the mobility management process and is used for authentication,

authorization, and accounting of users/terminals.

4) The result of the authorization function is a yes/no response to a user connection request.
8.3.3.7 S-7  Interconnection Border Gateway Control Functional Entity (IBC-FE)

The IBC-FE controls Interconnection Border Gateway Functional Entities (IBG-FEs) to interwork with other
packet-based networks.

1) Inter-domain network topology hiding
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2) Control of IBG-FEs to implement session-based processing (E.g. media conversion and NA(P)T).
(To be studied)

3) Inter-domain protocol repair (To be studied)

4) Interaction with PD-FE for resource reservation, resource allocation and/or other resource related
information (e.g., the available resource parameters if the required resources are not available, Qos
label etc.)

8.3.3.8 S-8  Access Gateway Control Functional Entity (AGC-FE)

The AGC-FE controls one or more AMG-FEs to access PSTN or ISDN users and handles registration,
authentication, and security for the user. The AGC-FE performs registration, authentication, and security for
AMG-FE.

a) It provides signalling translation and conversion between up-links and down-links or between SIP
and H.248-based control (i.e., it appears as a SIP UA to the network).

b) It may initiate and terminate UNI protocols in order to provide ISDN supplementary services.

c) It forwards the session control flow to the S-CSC-FE.

d) It processes and forwards requests from the AMG-FE to the S-CSC-FE.

e) It may process and forward value-added service requests from the AMG-FE to the AS-FE through

the S-CSC-FE. For example, a POTS user can request and use a multimedia 800 service provided
by the AS-FE with media restrictions.

f) It may participate in the authorisation of media resources and QoS management, e.g., by interacting
with resource control when no explicit signalling (i.e., QoS Signalling) is available and application-
specific intelligence is required to derive resource control commands from the application
signalling.

g) It supports an NAPT Proxy Function (NPF) for network address hiding and remote NAT traversal.
This is done by requesting address mapping information and modifying the addresses and/or ports
contained in the message bodies of application signalling messages, according to the address
binding information provided by the RACF at the border of the access and core networks.

8.3.3.9 S-9  Media Gateway Control Functional Entity (MGC-FE)

The MGC-FE controls the TMG-FE to interwork with PSTN/ISDN.
a) It processes and forwards requests from the SG-FE to the S-CSC-FE through the I-CSC-FE;

b) It may include an IN mediation function (i.e., an SSF: Service Switching Function) in order to
provide services for legacy IN SCPs. To do so, it interworks with the SG-FE and BGCF.

c) It may process and forward value-added service requests from PSTN/ISDN to the AS-FE through
the BG-FE and S-CSC-FE. For example, a PSTN user can request and use a multimedia 800 service
provided by the NGN AS-FE with media restrictions.

8.3.3.10 S-10 Breakout Gateway Control Functional Entity (BGC-FE)
The BGC-FE selects the network in which PSTN breakout is to occur and selects the MGC-FE.
8.3.3.11 S-11 User Signalling Interworking Functional Entity (USIW-FE)

The USIW-FE has the responsibility for the interworking and information screening functions for different
types of application signalling at the subscriber side (access-to-core), which can be located at the border of
the access and core networks for subscriber-side signalling interworking.
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8.3.3.12 S-12 Network Signalling Interworking Functional Entity (NSIW-FE)

The NSIW-FE has the responsibility for the interworking and information screening functions for different
types of application signalling at the trunk side (inter-operator), which can be located at the border of the
core networks for trunk-side signalling interworking.

8.3.3.13 S-13 Media Resource Control Functional Entity (MRC-FE)

The MRC-FE controls the Media Resource Processing Functional Entity (MRP-FE) by operating as a media
resource control function.

The MRC-FE allocates/assigns MRP-FE resources that are needed for services such as streaming,
announcements, and Interactive Voice Response (IVR) support.

8.3.3.14 S-14 Media Resource Broker Functional Entity (MRB-FE)
The MRB-FE does the following:

. It assigns specific media server resources to incoming calls at the request of service applications
(i.e., an AS); this happens in real time as calls come into the network.

. It acquires knowledge of media server resource utilization that it can use to help decide which
media server resources to assign to resource requests from applications.

. It employs methods/algorithms to determine media server resource assignment.

. It acquires knowledge of media server resources status related to in-service and out-of-service status

and reservations via an operational type of reference point.

8.3.3.15 S-15 Multimedia Services Functional Entity (MLT-FE)

The generic NGN functional architecture also provides support for non-session-based services, since it is
expected to provide a platform for all envisaged services over packet-based networks.

Some functions may be common to both categories of services, such as Media Resource Control Functional
Entity (MRC-FE) or RACF.

In the transport layer, it is anticipated that most of the functions will be common to both non-session and
session-based services, although it is assumed that some NGN implementations may not utilize all the
transport functions. For example, some gateway functions may not be involved in support of such services.

NOTE - Specific use of the MLT-FE is beyond Release 1 and needs further study.
8.3.4 Application/Service Support Functions

The Application/Service Support Functions provides control for services accessed by interacting with the
S-CSC-FE, MLT-FE, or end-user directly. Application/Service Support Functions may reside either in the
End-user’s home network or in a Third Party location. The Application/Service Support Functions may
comprise the following Functional Entities:
. A-1: Application Server FE (AS-FE) — Support generic application server functions including:

—  SIP application server,

—  Open